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Preface

The Australasian Data Mining Conference series AusDM, initiated in 2002, is the annual flagship venue
where data mining and analytics professionals - scholars and practitioners, can present the state-of-art in
the field. Together with the Institute of Analytics Professionals of Australia, AusDM has built a unique
profile in nurturing this joint community. The first and second edition of the conference (held in 2002 and
2003 in Canberra, Australia) facilitated the links between different research groups in Australia and some
industry practitioners. This year the event has been supported by:

– Togaware, again hosting the website and the conference management system, coordinating the review
process and other essential expertise;

– the University of Technology, Sydney, for providing the venue, registration facilities and various other
support at the Faculty of Information Technology;

– the Institute of Analytic Professionals of Australia (IAPA) and NetMap Analytics Pty Limited, for
facilitating the contacts with the industry;

– the ARC Research Network on Data Mining and Knowledge Discovery, for providing financial support;
– the e-Markets Research Group, for providing essential expertise for the event;
– the Australian Computer Society, for publishing the conference proceedings.

This year the conference has grown in size and for the first time has run parallel sessions. The conference
program committee reviewed 58 submissions, out of which 25 submissions have been selected for publication
and presentation. AusDM follows a rigid blind peer-review process and ranking-based paper selection
process. All papers were extensively reviewed by at least three referees drawn from the program committee.
We would like to note that the cut-off threshold has been high (4.3 on a 5 point scale) and is higher than
for last year. This is testament to the high quality of submissions. We would like to thank all those who
submitted their work to the conference. We will continue to extend the conference format to be able to
accommodate more presentations.

Data mining and analytics today have advanced rapidly from the early days of pattern finding in
commercial databases. They are now a core part of business intelligence and inform decision making in many
areas of human endeavour including science, business, health care and security. Mining of unstructured
text, semi-structured web information and multimedia data have continued to receive attention, as have
professional challenges to using data mining in industry. Accepted submissions have been grouped into
seven sessions reflecting these application areas. Four invited industry keynote sessions put the research
into context.

Special thanks go to the program committee members. The final quality of selected papers depends
on their efforts. The AusDM review cycle runs on a very tight schedule and we would like to thank all
reviewers for their commitment and professionalism.

Peter Christen, Paul J. Kennedy, Jiuyong Li,
Simeon J. Simoff and Graham J. Williams

AusDM06 Organising Chairs
November 2006
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Abstract

Data mining is playing an important role in decision
making for business activities and governmental ad-
ministration. Since many organizations or their di-
visions do not possess the in-house expertise and in-
frastructure for data mining, it is beneficial to dele-
gate data mining tasks to external service providers.
However, the organizations or divisions may lose of
private information during the delegating process. In
this paper, we present a Bloom filter based solution to
enable organizations or their divisions to delegate the
tasks of mining association rules while protecting data
privacy. Our approach can achieve high precision in
data mining by only trading-off storage requirements,
instead of by trading-off the level of privacy preserv-
ing.

Keywords: Delegating, privacy preserving, Bloom fil-
ter, data mining.

1 Introduction

1.1 Background and Motivation

Data mining, as one of the IT services most needed
by organizations, has been realized as an important
way for discovering knowledge from the data and
converting “data rich” to “knowledge rich” so as to
assist strategic decision making. Padmanabhan et
al. (2003) demonstrated the use of data mining for
CRM (customer relationship management) applica-
tions in e-commerce. The benefits of using data min-
ing for business and administrative problems have
been demonstrated in various industries and govern-
mental sectors, e.g., banking, insurance, direct-mail
marketing, telecommunications, retails, and health
care (Apte, C., Liu, Pednault & Smyth 2002). Among
all the available data mining methods, the discovery
of associations between business events or transac-
tions is one of the most commonly used data mining
techniques. Association rule mining has been an im-
portant application in decision support and market-
ing strategy (Lin, Q.-Y., Chen, Chen & Chen 2003).

We consider a typical application scenario as fol-
lows. In an organization (e.g., a governmental sec-

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

tor), there are several divisions including an IT divi-
sion which provides IT services for the whole orga-
nization. A functional division may have to delegate
its data mining tasks to the IT division because of
two reasons: lack of IT expertise and lack of powerful
computing resources which are usually centrally man-
aged by the IT division. The data used for the data
mining usually involves privacy that the functional
division may not want to disclose to anyone outside
the division. To preserve the data privacy, this divi-
sion should first convert (or encrypt) the source data
to another format of presentation before transferring
to the IT division. Therefore, there are two factors
which are important for enabling a functional divi-
sion to delegate data mining tasks to the IT division:
(1) the computational time of data conversion is less
than that of data mining; otherwise it is not at all
worthwhile to do so; and (2) the storage space of con-
verted data should be acceptable (the less the bet-
ter though, several times more is still acceptable and
practical).

This scenario can be extended to a more general
circumstance in which all divisions are individually
independent organizations or companies. This is be-
cause in today’s fast-paced business environment, it is
impossible for any single organization to understand,
develop, and implement every information technology
needed. It can also be extended to online scenarios,
e.g., a distributed computing environment in which
some edge servers undertaking delegated mining tasks
may be intruded by hackling activities and may not
be fully trusted.

When delegating mining tasks1, we should protect
the following three elements which may expose data
privacy: (1) the source data which is the database
of all transactions; (2) the mining requests which are
itemsets of interests; and (3) the mining results which
are frequent itemsets and association rules.

People have proposed various methods to preserve
customer privacy in data mining for some scenarios,
such as a distributed environment. However, those
existing methods cannot protect all three elements
simultaneously. This is because when a first party2

delegates its mining tasks to a third party3, it has to
provide the source database (which might be some-
way encrypted) together with some additional infor-

1Without further specification, we always refer to association
rule mining tasks.

2This is the party that delegates its data mining tasks. It may
be a functional division in the scenario discussed above or a center
server in a distributed environment with client-server architecture.

3This is the party that is authorized by the first party to un-
dertake the delegated data mining tasks. It may be the IT division
of an organization or an edge server in a distributed environment
with client-server architecture.

Proc. Fifth Australasian Data Mining Conference (AusDM2006)
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mation (e.g., plain text of mining requests) without
which this third party may not be able to carry out
the mining tasks. Given this situation, those pro-
posed methods are unable to efficiently prevent the
exposure of private information to the third party, or
unable to prevent the third party from deciphering
further information from the mining results (which
would be sent back to the first party) with the addi-
tional information.

1.2 Our Solution

In this paper, we present a Bloom filter based ap-
proach which provides an algorithm for privacy pre-
serving association rule mining with computation ef-
ficiency and predictable (controllable) analysis preci-
sion. The Bloom filter (Bloom, B. 1970) is a stream
(or a vector) of binary bits. It is a computation-
ally efficient and irreversible coding scheme that can
represent a set of objects while preserving privacy of
the objects (technical details will be presented in Sec-
tion 3.1).

With our approach, firstly the source data is con-
verted to Bloom filter representation and handed over
to a third party (e.g., the IT division of the organiza-
tion) together with mining algorithms. Then the first
party sends its mining requests to the third party.
Mining requests are actually candidates of frequent
itemsets which are also represented by Bloom filters.
Lastly, the third party runs the mining algorithms
with source data and mining requests, and comes out
the mining results which are frequent itemsets or asso-
ciation rule represented by Bloom filters. In the above
mining process, what the first party exposes to the
third party does not violate privacy (Kantarcıoǧlu,
M., Jin & Clifton 2004); that is, the third party would
not be able to distill down private information from
Bloom filters. Therefore all the three elements men-
tioned above are fully protected by Bloom filters.

The goal of privacy preserving can be achieved by
Bloom filter because it satisfies simultaneously the
following three conditions. First, transactions con-
taining different numbers of items are mapped to
Bloom filters with the same length. This prevents an
adversary from deciphering the compositions of trans-
actions by analyzing the lengths of transactions. Sec-
ond, Bloom filters support membership queries. This
allows an authorized third party to carry out data
mining tasks with only Bloom filters (i.e., Bloom fil-
ters of either transactions or candidates of frequent
itemsets). Third, without knowing all possible indi-
vidual items in the transactions, it is difficult to iden-
tify what items are included in the Bloom filter of a
transaction by counting the numbers of 1’s and 0’s.
This is because the probability of a bit in a Bloom
filter being 1 or 0 is 0.5 given that the parameters
of the Bloom filter are optimally chosen (see detailed
mathematical analysis in (Qiu, L., Li & Wu 2006)).

The experimental results show that (1) the data
conversion time is much less than mining time, which
supports the worthiness to delegate mining tasks;
(2) there is a tradeoff between storage space and
mining precision; (3) there is a positive relationship
between privacy security level and mining precision;
(4) the converted data does not require more storage
space compared with its original storage format.

1.3 Organization of the Paper

The remaining sections are organized as follows.
Firstly in Section 2 we review the related work on pri-
vacy preserving data mining. After that in Section 3
we present our solution which uses a technique of
keyed Bloom filters to encode the raw data, the data

mining requests, and also the results of data analy-
sis during the data exchanges for privacy preserving.
Next, we demonstrate in Section 4 the implemen-
tation of the proposed solution over a point-of-sale
dataset and a web clickstream dataset. We present
experiments which investigate the tradeoffs among
the level of privacy control, analysis precisions, com-
putational requirements, and storage requirements
of our solution with comparisons over other mining
methods. Lastly in Section 5, we conclude the pa-
per with discussions of different application scenarios
made possible by the solution, and point out some
directions for further study.

2 Literature Review

Association rule mining has been an active research
area since its introduction (Agrawal, R., Imilienski
& Swami 1993). Various algorithms have been pro-
posed to improve the performance of mining associa-
tion rules and frequent itemsets. An interesting direc-
tion is the development of techniques that incorporate
privacy concerns.

One type of these techniques is perturbation
based, which perturbs the data to a certain degree
before data mining so that the real values of sensi-
tive data are obscured while statistics properties of
the data are preserved. An early work of Agrawal
and Srikant (2000) proposed a perturbation based ap-
proach for decision tree learning. Some recent work
(Evfimievski, A., Srikant, Agrawal & Gehrke 2002,
Rizvi, S. & Haritsa 2002, Atallah, M., Bertino, El-
magarmid, Ibrahim & Verykios 1999, Oliveira, S. &
Zaiane 2003, Saygin, Y., Verykios & Clifton 2001) in-
vestigates the tradeoff between the extent of private
information leakage and the degree of data mining ac-
curacy. One problem of perturbation based approach
is that it may introduce some false association rules.
Another drawback of this approach is that it cannot
always fully preserve privacy of data while achiev-
ing precision of mining results (Kargupta, H., Datta,
Wang & Sivakumar 2003), the effect of the amount
of perturbation of the data on the accuracy of mining
results is unpredictable.

The second type of these techniques is distributed
privacy preserving data mining (Pinkas, B. 2002,
Vaidya, J. & Clifton 2002, Kantarcıoǧlu, M. &
Clifton 2002) based on secure multi-party computa-
tion. This approach is only applicable when there
are multiple parties among which each possesses par-
tial data for the overall mining process and wants to
obtain any overall mining results without disclosing
their own data source. Moreover, this method needs
sophisticated protocols (secure multi-party computa-
tion based). These make it infeasible for our scenario.

Both types of techniques are designed to protect
privacy by masquerading the original data. They are
not designed to protect data privacy from the mining
requests or the mining results, which are accessible
by data miners.

Recently, Agrawal et al. (2004) presented an order-
preserving encryption scheme for numeric data that
allows comparison operations to be directly applied
on encrypted data. However, encryption is time con-
suming and it may require auxiliary indices. It is
only designed for certain type of queries and may not
be suitable for complex tasks such as association rule
mining.

3 Our Solution: Bloom Filter-Based Ap-
proach

From the literature, there is no single method that can
enable organizations to delegate data mining tasks
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Figure 2: Constructing a Bloom filter of a transaction

while protecting all three elements involving the dis-
closure of privacy in the process of delegating data
mining tasks. Our main objective in this paper is to
propose a computationally feasible and efficient solu-
tion for the scenario.

A large number of examples from different indus-
tries (such as financial, medical, insurance, and re-
tails) can be used for the study of the thread of pri-
vacy and business knowledge disclosure. In this pa-
per, we consider the well-known association rule min-
ing (Agrawal, R. et al. 1993), also known as market
basket analysis (Chen, Y.-L., Tang, Shena & Hu 2005)
in business analytics. Association rule mining can be
performed by two steps: (1) mining of frequent item-
sets, followed by (2) mining of association rules from
frequent itemsets. Currently a well-known algorithm
for mining of frequent itemsets is Apriori algorithm
proposed by Agrawal and Srikant in (Agrawal, R. &
Srikant 1994). Based on Apriori algorithm, in our
early study (Qiu, L. et al. 2006) we investigated the
feasibility of using a Bloom filter based approach for
mining of frequent itemsets with privacy concerns. In
this paper, we propose a solution with concerns of pri-
vacy protection by extending the Bloom filter-based
approach to the whole process of association rule min-
ing and applying to delegating scenario.

In what follows, we first introduce the mechanisms
of constructing Bloom filters and membership queries
over Bloom filters with discussion on the feature of
privacy preserving. We then present algorithms of
frequent itemset mining and association rule mining.

3.1 Bloom Filters

The Bloom filter (Bloom, B. 1970) is a computation-
ally efficient hash-based probabilistic scheme that can
represent a set of objects with minimal memory re-
quirements. It can be used to answer membership
queries with zero false negatives (i.e., without miss-
ing of useful information) and low false positives (i.e.,
with incurring of some extra results that are not of
interests).

The mechanism of a Bloom filter contains (1) a bi-
nary vector (or stream) with length m and (2) k hash
functions h1, h2, . . . , hk of range from 1 to m. Given
an item x, the Bloom filter of x, denoted as B(x), is
constructed by the following steps: (1) initialize by
setting all bits of the vector with 0 and (2) set bit
hi(x) (where 1 6 i 6 k) of the vector with 1. For
example, if h2(x) = 7, then bit 7 (i.e., the 7th bit)
of the vector is set with 1. It is possible that sev-
eral hash functions set the same bit of the vector, i.e.,
hi(x) = hj(x). Thus, after conversion, the number of
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Figure 3: Membership query over Bloom filters

1’s in B(x) is not greater than k. Figure 1 illustrates
how to construct a Bloom filter of an item.

It is similar to construct a Bloom filter of a trans-
action T = {X,Y, Z} (or an itemset). Figure 2 illus-
trates the process in which item Y (or Z) is mapped
onto the binary vector onto which item X (or items
X and Y ) has already been mapped. This process
can be presented as B(T ) = B(X) ⊕ B(Y ) ⊕ B(Z)
where operator ⊕ stands for bitwise OR4. It should
be pointed out that converting the data into Bloom
filters is an irreversible process. Any unauthorized
party accessing to Bloom filters will have no way to
know/infer the original value of the data represented
by Bloom filters unless they have the access to the
original data, the hash functions, and the secrete keys
(introduced later in this subsection).

To check whether a pattern p is contained by a
transaction T , we examine whether B(p) ⊗ B(T ) =
B(p) holds, where operator ⊗ stands for bitwise
AND5. If B(p)⊗B(T ) 6= B(p), then p is definitely not
contained by T ; otherwise, p is a member of T with
very low probability of false (i.e., false positive rate).
Figure 3 shows the process of membership query with
Bloom filters.

A Bloom filter does not incur any false negative,
meaning that it will not suggest that a pattern is not
in T if it is; but it may yield a false positive, meaning
that it may suggest that a pattern is in T even though
it is not. In our application, the false positive rate
is upper-bounded by 0.5k, where k is the number of
hash functions, and the optimal value of k is given
by k = m

n
ln 2, where m is the length of Bloom filters

(i.e., the number of bits in the binary vectors), and n
is the average length of transactions (i.e., the average
number of items in transactions). Technical details
for deriving the optimal value of k can be found in
(Qiu, L. et al. 2006). Therefore, the false positive
rate decreases exponentially with linear increase of
the number of hash functions or the length of Bloom
filters. For many applications, this is acceptable as
long as the false positive rate is sufficiently small.

The privacy of data can be preserved by Bloom fil-
ters due to the irreversible feature. Given the above
parameters of a Bloom filter, there are mk possi-
ble mappings (for example, if we set the length of a
Bloom filter m = 80 and the number of hash func-
tions k = 25, then there are totally 8025 possible
mappings in constructing the Bloom filter). Thus
a Bloom filter can against some straightforward at-
tacks (e.g., unknown-text attack and brute-force at-
tack). It is certain that some other encryption algo-
rithms (e.g., DES or RSA) are more secure; however,
the computational cost is much more higher than

4The bitwise OR operation is defined as: 0⊕a = a and 1⊕a = 1
where a is a binary variable 0 or 1.

5The bitwise AND operation is defined as: 0⊗a = 0 and 1⊗a =
a where a is a binary variable 0 or 1.
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that of our method. The length of Bloom filters is
a tradeoff between security level and computational
cost. To enhance the security level, we insert a secret
key K into each itemset or transaction before con-
structing its Bloom filter. The secret key K should
not be chosen from the items. This amendment can
be represented as BK(T ) = B(T ) ⊕ B(K), in which
BK(T ) is referred to a keyed Bloom filter (see (Qiu, L.
et al. 2006)). Without further mention, we always as-
sume that Bloom filters are constructed with a secret
key.

With the membership query mechanism of Bloom
filters described above, we are able to conduct asso-
ciation rule mining with access to only Bloom filters.
Given the irreversible feature of Bloom filters, a first
party can convert all data involving disclosure of pri-
vacy to Bloom Filters and safely delegate the mining
tasks to a third party without disclosing any value of
the data in the database, the mining requests, and
the mining results. We do not need to worry about
missing of useful information (i.e., frequent itemsets
and strong association rules in our application) due
to zero false negative rate; but we may get some ex-
tra information (which may confuse data hacker while
not affecting the quality of mining results) with low
probability of false positive rate (see detailed mathe-
matical analysis in (Qiu, L. et al. 2006)).

3.2 Mining Processes and Algorithms

The procedure of mining frequent itemsets is the pro-
cess of membership queries over Bloom filters. Based
on Apriori algorithm, a frame work of our method is
shown in Algorithm 1. Algorithm 1 can be divided
into three phases: counting phase (lines 3–5), prun-
ing phase (lines 6–8), and candidates generating phase
(lines 9–10) in each round ℓ, where ℓ indicates the size
of each candidate itemset dealt with. In the count-
ing phase, each candidate filter is checked against
all transaction filters6 and the candidate’s count is
updated. In the pruning phase, any Bloom filter is
eliminated from the candidate set if its count (i.e.,
Support(x)) is less than the given threshold N · τ .
Finally, in the candidates generating phase, new can-
didate Bloom filters are generated from the Bloom
filters discovered in the current round. The new can-
didates will be used for data mining in the next round.
With the results of frequent itemsets, the mining of
association rules is relatively simple, which is shown
in Algorithm 2.

The complete process of association rule mining is
given as follows. (1) The first party hands over to the
third party the application software that performs fre-
quent itemset mining together with the database of
transactions represented by Bloom filters. (2) The
first party sends to the third party mining requests
which include candidate itemsets and the threshold
of minimum support. The generation of candidates
is done at the first party side by running Apriori gen
(Agrawal, R. & Srikant 1994) which is the critical step
of Apriori algorithm. This step has to be done in the
first party side because it involves data privacy (Qiu,
L. et al. 2006). (3) The third party carries out min-
ing tasks with the data received and finally returns
the mining results which are Bloom filters of frequent
itemsets together with their supports. (4) With fre-
quent itemsets and their supports returned from the
third party, it is easy to generate strong association
rules with thresholds of minimum confidence. This
job can be performed by the first party itself, or by
the third party. If it is performed by the first party,

6All transactions are organized in a tree hierarchy so as to min-
imize the times of membership queries. See details in (Qiu, L.
et al. 2006).

Algorithm 1 Mining of frequent itemsets from
Bloom filters

1: C1 =
{

B(I1), . . . , B(Id)
}

// B(Ii) is the Bloom filter of item Ii

2: for (ℓ = 1; Cℓ 6= ∅; ℓ++) do
3: for each B(S) ∈ Cℓ and each transaction filter

B(Ti) do
4: if B(S) ⊗ B(Ti) = B(S) then

Support(S) ++
// S is a candidate frequent ℓ-itemset

5: end for
6: for each B(S) ∈ Cℓ do
7: if Support(S)< N · τ then

delete B(S) from Cℓ

// N is transaction number in the database,
// and τ the threshold of minimum support

8: end for
9: Fℓ = Cℓ // Fℓ is the collection of Bloom

// filters of all “frequent” ℓ-itemsets
10: Cℓ+1 = can gen(Fℓ)

// generate filters of candidate
// itemsets for the next round

11: end for
12: Answer =

⋃

ℓ Fℓ

// all filters of frequent itemsets

Algorithm 2 Mining of association rules from
Bloom filters of frequent itemsets

1: AR = ∅; F =
{

B(F 1
1 ), . . . , B(F 1

d1
), B(F 2

1 ), . . . ,

B(F 2
d2

), . . . , B(F k
1 )), . . . , B(F k

dk
)
}

// B(F s
i ) is the Bloom filter of frequent

// s-itemset F s
i where 1 6 s 6 k and 1 6 i 6 ds

2: for (s = 1; s < k ; s++) do
3: for (t = s + 1; t 6 k ; t ++) do

4: for each B(F s
i ) and each B(F t

j ) do

5: if B(F s
i ) ⊗ B(F t

j ) = B(F s
i ) and

Support(F t
j )/Support(F s

i ) > ξ
// ξ is the minimum threshold

// of confidence
6: then F s

i ⇒ F t
j −F s

i is a strong association
rule and is added to AR

7: end for
8: end for
9: end for

10: return AR // All strong association rules

there is no need to convert frequent itemsets to Bloom
filters. If it is performed by the third party, for pri-
vacy considerations all data has to be converted to
Bloom filters.

4 Experiments

4.1 Experimental Settings

We implement the solution and evaluate it with
experiments on two real datasets BMS-WebView-2
and BMS-POS which are publicly available for re-
search communities7. Dataset BMS-POS contains
several years of point-of-sale data from a large elec-
tronic retailer; whereas dataset BMS-WebView-2 con-
tains several months of clickstream data from an e-
commerce website. Table 1 shows the number of
items, the average size of transactions, and the num-
ber of transactions included in these datasets. Fig-
ure 4 shows the distribution of transaction sizes of
the datasets. For dataset BMS-POS, a transaction

7Downloadable at http://www.ecn.purdure.edu/KDDCUP.
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Table 1: Characteristics of real datasets

Dataset Distinct Max- Average Number of
items size size transactions

BMS-POS 1,657 164 6.53 515,597
BMS-WebView-2 3,340 161 4.62 77,512
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Figure 4: Distribution of transaction sizes
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Figure 5: Data conversion time vs. mining time on
dataset BMS-POS

is a list of items purchased in a basket; whereas for
dataset BMS-WebView-2, a transaction is a browsing
session which contains a list of webpages visited by
a customer. The experiments are run on a Compaq
desktop computer with Pentium-4 CPU clock rate of
3.00 GHz, 3.25 GB of RAM and 150 GB harddisk,
with Microsoft Windows XP Professional SP2 as the
operating system.

We have qualitatively analyzed the privacy pre-
serving feature of Bloom filters in Section 3.1 (further
theoretical analysis and discussions can be found in
(Qiu, L. et al. 2006)). Therefore the emphasis of this
set of experiments is to investigate the relationship
among the level of privacy protection (determined by
the number of hash functions), storage requirement,
computation time, and analysis precision. In the ex-
periments, we set the threshold of minimum support
τ = 1% and cluster the transactions in each dataset
into 4 groups based on their transaction sizes (refer to
(Qiu, L. et al. 2006) for technical details of grouping).
We change k the number of hash functions used for
Bloom filters from 25 to 40 in the experiments.

4.2 Experimental Results

Figures 5 and 6 show that the time of mining frequent
itemsets is much more than the time of converting
data to Bloom filter presentations, meaning that the
mining process takes the major part of running time.
This result verifies the worthiness in terms of run-
ning time for data format conversion before delegat-
ing mining tasks (satisfying the first factor enabling
to delegate mining tasks as mentioned in Section 1).
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Figure 6: Data conversion time vs. mining time on
dataset BMS-WebView-2
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Figure 7 shows the mining precisions with the
change of k. There is a globally decreasing trend of
false positive rates for each real dataset. For dataset
BMS-POS, the false positive rate is less than 1% for
k > 25. For dataset BMS-WebView-2 the false pos-
itive rate is below 10% for k = 25 and less than 4%
for k > 30.

Figure 8 shows that the running time changes
slightly with hash function number k. The running
time is around 8 minutes for dataset BMS-POS and
within 0.5 minute for dataset BMS-WebView-2, be-
cause comparatively dataset BMS-POS contains 7
times as many as transactions.

Figure 9 shows that the storage requirement is
linearly increasing with k for both datasets. The
reason is that the optimal value of k is given by
k = m

n
ln 2 where m is the length of Bloom filters

(Qiu, L. et al. 2006). The results of this experi-
ment show that high mining precision can be achieved
by increasing the number of hash functions. Con-
sequently, the storage requirement increases linearly
due to the use of longer Bloom filters.

Figure 10 shows a comparison of the average stor-
age space required by a transaction under difference
storage formats. The results show that the storage
space of Bloom filter format is practical, i.e., it is less

Proc. Fifth Australasian Data Mining Conference (AusDM2006)

5



0

50

100

150

200

250

Number of hash functions

S
to

ra
ge

 (
M

e
g

a
-b

it)

BMS-POS 121.7 146.2 170.2 194.7

BMS-WebView-2 13 15.6 18.1 20.7

25 30 35 40

Figure 9: Storage requirement vs. number of hash
functions

0

1

2

3

4

Storage format

R
e

la
tiv

e
 s

to
ra

g
e

 s
p

a
ce

Text format 3.47 2.47

Bloom filter k = 40 2.48 1.76

Bloom filter k = 25 1.55 1.1

Binary format 1.42 1

BMS-POS BMS-WebView-2

Figure 10: Average storage space of a transaction

0

0.2

0.4

0.6

0.8

Threshold of minimum confidence (%)

F
a

ls
e

 p
o

st
iv

e
 r

a
te

 (
%

)

BMS-POS 0.12 0 0 0.17 0.18

BMS-Webview-2 0 0 0 0 0

55 60 65 70 75

Figure 11: Precision of mining association rules

than text format but a bit more than binary format
depending on the precision requirement (adjustable
by k). This satisfies the second factor that it is worth-
while in term of storage space to adopt Bloom fil-
ter presentations as mentioned in Section 1. We can
achieve further saving of storage space without de-
creasing mining precision with some techniques pro-
posed by Qiu et al. (2006) (e.g., δ-folding and group-
ing).

With the mining results of frequent itemsets re-
turning from the third party, we continue the mining
of association rules with given threshold of minimum
confidence. In this experiment, we let k = 30 un-
der which the false positive rates of frequent itemsets
are lower than 5% for both datasets. We vary the
threshold of minimum confidence from 55% to 75%.
The false negative rates are zero for both datasets,
meaning that our approach does not miss useful in-
formation. As shown in Figure 11, the false positive
rate is zero for dataset BMS-WebView-2 and lower
than 0.2% for dataset BMS-POS. The running time
for any dataset is less than 0.1 second.

5 Conclusions

In this paper, we have discussed and identified the
risks of exposing data privacy in the scenario of del-

egating data mining tasks. We have also identified
the factors that enable us to delegate mining tasks.
We have proposed a privacy persevering data mining
method and applied it to association rule mining in
this delegation scenario. As compared with other ex-
isting methods, the metrics of our method include:
(1) our approach is effective in protecting of three el-
ements that can expose data privacy in the process
of delegating mining tasks; (2) there is a positive re-
lationship between the privacy security level and the
analysis precision; (3) to increase the privacy security
level, we only need to sacrifice data storage space;
and (4) the solution is scalable, i.e., the storage space
increases linearly with the privacy protection level or
the analysis precision.

In our current study, we have developed a privacy
protection method for association rule mining with
a single (centralized) database. We can also apply
our method to other mining tasks (e.g., mining of
some other rules that are of interest to researchers).
Further study to investigate the feasibility and imple-
mentation of the proposed solution in a multiple (dis-
tributed) databases environment is needed. Another
future research direction could be investigating the
feasibility of using the keyed Bloom filter approach in
other tasks of business analytics.
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Abstract

Predictive accuracy claims should give explicit de-
scriptions of the steps followed, with access to the
code used. This allows referees and readers to check
for common traps, and to repeat the same steps on
other data. Feature selection and/or model selection
and/or tuning must be independent of the test data.
For use of cross-validation, such steps must be re-
peated at each fold. Even then, such accuracy assess-
ments have the limitation that the target population,
to which results will be applied, is commonly different
from the source population. Commonly, it is shifted
forward in time, and it may differ in other respects
also.

A consequence of source/target differences is that
highly sophisticated modeling may be pointless or
even counter-productive. At best, model effects in the
target population may be broadly similar. Investiga-
tion of the pattern of changes over time is required.
Such studies are unusual in the data mining literature,
in part because relevant data have not been available.

Several recent investigations are noted that shed
interesting light on the comparison between observa-
tional and experimental studies, with particular rel-
evance when there is an interest in giving parameter
estimates a causal interpretation.

Data mining activity would benefit from wider
co-operation in the development and deployment of
computing tools, and from better integration of those
tools into the publication process.

Keywords: Data mining, statistics, predictive accu-
racy, target population, observational data, selection
bias, reject inference, comparison of algorithms.

1 Introduction

It is now widely though not universally understood
that training set accuracy, derived by using the train-
ing data for testing also, can be grossly optimistic.
Cross-validation or a bootstrap approach is therefore
preferred. Where however feature selection and/or
model tuning are a component of the model fitting
process, care is required to avoid subtler versions of
the bias in the training set accuracy measure. For
an unbiased assessment, any feature selection and/or
model tuning must be repeated at each fold of the
cross-validation.

Other important issues relate to the distinction be-
tween observational and experimental data, to differ-
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ences between source and target population, to the
stability and interpretability of model parameters, to
the comparison of algorithms, to the implications of
new technology for the publication process, and to im-
proving cooperation in the development of new tools.
The remainder of this section will make preliminary
comments on the first two of these issues.

1.1 Observational versus experimental data

Data mining typically uses for prediction or other in-
ferences data that are observational rather than ex-
perimental. This introduces hazards that, for data
from carefully planned and conducted experiments,
are largely absent.

Thus, in a recent study that used a large US car ac-
cident database (Meyer and Finney, 2005), the inter-
est is in a model parameter that accounts for the effect
of airbag availability on accident mortality. Many fac-
tors apart from airbag availability contribute to the
outcome. If other factors are ignored, airbags seem
to give large benefits. After accounting for the effects
of seatbelts and various other factors, benefits appear
small or non-existent.

Compare this with a notional experimental study,
where cars would be randomly assigned to have
airbags fitted, or not, and where other factors (use
of a seatbelt, speed of impact, etc) should on average
contribute only statistical noise.

Where experimental studies fail, it is typically for
one of a small number of reasons, commonly failure
of the randomization process. Other possibilities are
that experimental subjects (or units) may be untypi-
cal of the population to which results will be applied,
or that the experiment may answer a question that is
different (perhaps subtly different) from the question
of interest.

By contrast, it is hardly possible to give a sim-
ple and reasonably complete summary of the differ-
ent ways in which observational studies may fail. See
however Rosenbaum (2002). The range and variety
of different types of observational study is almost un-
limited.

In some business and industrial problems, it may
be reasonable to limit attention to a small number
of well understood causal factors. The assumption
that this is the case should not be made lightly. At
the very least, issues such as will be discussed below
severely limit the range of problems where relatively
automated data mining approaches can be trusted to
give useful results. At worst they may make any in-
ferences from available data, however carefully teased
out, perilous.

1.2 Accuracy varies with target population

A recurring theme will be that accuracy assessments
are specific to a particular target population. A sim-
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ple example, using the Pima.tr data set that is in-
cluded with the MASS package for R, will illustrate
the point. There are seven columns of features that
may help explain diabetic status, recorded as No or
Yes. Use of Breiman’s random forest algorithm, as
implemented in R, gave a classification rule thus:

> Pima.rf <- randomForest(type ~ .,
+ data = Pima.tr)

The confusion matrix is

> Pima.rf$confusion

No Yes class.error
No 111 21 0.159
Yes 36 32 0.529

The error rate is estimated as 28%; this is calcu-
lated as (132×0.159 + 68×0.529)/ (132 + 68).

If however predictive accuracy is calculated for a
population in which the proportions of No and Yes are
equal, the expected error rate changes to 0.5×0.159
+ 0.5×0.529 = 34%.

Thus use of a balanced sample in cross-validation
accuracy assessment may make a large difference to
the assessment. Any report of an overall measure
should be accompanied by details of the population
composition that is assumed. Better still, accompany
the report with details of the confusion matrix.

As an aside, note that balanced samples are a
poor use of data, unless the relative proportions, per-
haps weighted according to misclassification costs, are
equal in the target population. Even then, it is bet-
ter to use prior weights to train a model that is opti-
mal for the relative frequencies and costs in the tar-
get population. See Ripley (1996) for the relevant
Bayesian decision theory for classification models.

In the case discussed, the difference was in the rel-
ative frequencies in two categories. Differences be-
tween source and target population are common, and
rarely so straightforwardly handled. This discussion
will be pursued in the next section, noting also impli-
cations for the comparison of algorithms.

2 Honest use of cross-validation

A cross-validation estimate of accuracy, or an esti-
mate obtained from a random split of the data into
two parts, is often the best that is available. In de-
fault of anything better, it provides an upper bound
on the accuracy that can be expected for predictions
for the target population. Such estimates are in any
case commonly used when algorithms are compared.
Unless done correctly, such comparisons are meaning-
less, and potentially misleading.

Where there is feature selection and/or significant
model selection and/or significant model tuning, the
following steps are involved:

1. Select features and/or select model and/or tune
the model

2. Fit the model that is in due course selected as
“best”.

Both these steps must be repeated at each fold of the
cross-validation process, using what are the training
data for that fold.

Consider the following experiment, leading in due
course to Figure 1:

• Set up a matrix X whose n rows are observations,
and whose p >> n columns are features.
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Figure 1: The plots repeat discriminant rule calcula-
tions, using different sets of random normal data, to
compare different accuracy measures. Each data set
had 200 observations, divided approximately equally
between three groups, and 1000 features, The train-
ing measure (filled circle) is severely biased. Ten-
fold cross-validation, with features selected using all
the data (filled square), has a less severe bias that
is nevertheless unacceptable. An acceptable measure
(points shown as +) requires re-selection of features
at each fold of the cross-validation.
(The code used to create these plots is available from
the web page noted in Section 5.)

• Fill the elements with random normal data, in-
dependent (though this is not essential to the
demonstration) between elements.

• Generate a categorical variable y, with k = 3
categories.

Now do the following:

Defective cross-validation – select once
For each of m = 2, 3 . . . , 30, repeat the following
steps

1. Using an analysis of variance F -statistic as
the criterion, choose the m features that
best separate the rows of X into the k cat-
egories.

2. Do a cross-validation of a discriminant anal-
ysis with the chosen m features, and deter-
mine predictive accuracy.

Cross-validation – select at each fold
At each fold of the cross-validation, there is a
local set of training data, on which the model is
trained, with remaining data providing the local
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test set. Modify the above procedure so that, at
each fold, the local training set is used for feature
selection (and any model tuning), prior to fitting
the model and making predictions for the local
test set.

Figure 1 shows, for two different X-matrices where
the data are “white noise”, and with 200 observa-
tions that were divided approximately equally be-
tween three groups, the resulting assessments of pre-
dictive accuracy, plotted against number of features.
Notice the different patterns of change in the correct
cross-validated error rate (points shown as +), dif-
ferent between the two sets of random data. Similar
results to the points shown as + will be obtained if
the overall model is assessed on a completely separate
set of randomly chosen test data, i.e. on a new matrix
Z of the same dimensions as X and filled in the same
way with random normal data.

The trap may seem obvious, but a number of au-
thors, including well-known names, have been caught
by it. See Ambroise and McLachlan (2002); Zhu et al.
(2006). In statistics as in mathematics, plausible no-
tions and methods that have not been validated with
proper care are commonly found to be wrong or mis-
guided. Simulation, with random data as in Figure 1,
can often give a useful wake-up call.

Suppose however that there is a genuine signal in
X, which will now be treated as a sample from the
source population. Suppose also that there are sys-
tematic differences from the target population, from
which we have a sample Z. Assume now that the
cross-validation is done correctly. Close tuning to fit
the source population will, at some point, lead to the
degrading of performance on the target population.
Although he does not make the point in this way,
this is implicit in the comments in Hand (2006). I
will comment further in the next section.

3 Source and target population

Differences in the relative frequencies of different
groups in the data are relatively simple to handle.
More generally, accuracy assessments that are based
on cross-validation, or that are from a random split of
the total data into training and test data, are realistic
only if the processes that generated the data are the
same processes that will apply when results are put to
practical use. The source population, from which the
data have been sampled, must be closely identical to
the target population to which results will be applied.
Or, to use different language, the model that describes
the processes that have generated the data must also
be an adequate description for the processes that will
apply when model predictions are used in practice.

A clear and unequivocal near identity of source
and target population is, with observational data, un-
usual. In a business context data that are derived
from the past year’s activities, or from the past sev-
eral years, may be the basis for changes in business
practice that will affect future years. This point will
be taken up below.

3.1 Reject inference

A common further complication is noted in Hand
(2006). In assessing credit risk, the sample is dis-
torted as a sample of the potential population of ap-
plicants. The true outcome is known only for those
applicants who were given credit, yet the inference is
required for all applicants, leading to the term reject
inference. The methodology discussed in Heckman
(1979) can in principle address this problem, but re-
quires assumptions that cannot always be checked.

Even if predictions are stable under temporal or
other changes that affect the population of interest,
it does not follow that model parameters (e.g., regres-
sion coefficients) will be stable. There are subtle and
complex issues that affect the interpretation of such
coefficients when they are derived from observational
data.

3.2 Source and Target – A Taxonomy

The following are typical of situations that may occur
in practice. This is a slightly modified version of the
classification of the range of possibilities that appears
in Maindonald & Braun (2006):

1. The data used to develop the model are, to a
close approximation, a random sample from the
population to which predictions will be applied.
If this can be assumed, a simple use of a resam-
pling method will give an accuracy estimate that
is unbiased with respect to the population that
is the target for predictions.

2. Test data are available that are from the target
population, with a sampling mechanism that re-
flects the intended use of the model. The test
data can then be used to derive a realistic esti-
mate of predictive accuracy.

3. The sampling mechanism for the target data dif-
fers from the mechanism that yielded the data
in 1, or yielded the test data in 2. However,
there is a model that predicts how predictive ac-
curacy will change with the change in sampling
mechanism. Thus, in the Pima.tr and Pima.te
datasets that were the basis for the calculations
in Subsection 1.2, the predictive accuracy is a
function of the relative number that are Yes.

4. The connection between the population from
which the data have been sampled and the target
population may be weak or tenuous. It may be so
tenuous that a confident prediction of the score
function for the target population is impossible.
In other words, a realistic test set and associated
sampling mechanism may not be available. An
informed guess may be the best that is available.

These four possibilities are not completely distinct;
they overlap at the boundaries. The distinction be-
tween them, such as it is, is however a good start-
ing point for making a judgment on the closeness of
the connection between the source and target popu-
lations.

Item 3 covers a wide range of possibilities. One
simple possibility was discussed earlier, where the
remedy is to give groups within the data weights that
reflect the relative frequencies and perhaps costs in
the target population, rather than those in the source
population. The forest cover dataset from the UCI
Machine Learning Database (Newman et al, 1998) is
interesting in this connection. The relative numbers
of the seven different forest cover types change sys-
tematically as a window of perhaps 5000 from the
500,000 observations moves through the data. This
presumably reflects systematic changes in geograph-
ical location – information not included in the data.
As the window moves, there are large changes in lo-
cal predictive accuracy, i.e., using the data within the
window as target. This is the case both for a model
fitted to the data as a whole, and when the model is
fitted to the data locally. While the confusion ma-
trix from the local model changes somewhat between
successive windows, the effect on predictive accuracy
is of minor consequence relative to that of changes in
the proportions of the different cover types.
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For reject inference problems, approaches such as
in Heckman (1979) are available, but rely strongly on
specific modeling assumptions. Validation is accord-
ingly both more necessary and more difficult.

In another common circumstance, there may for
example be very extensive data on house prices in two
suburbs of a large city. For predicting house prices in
another suburb we have what is effectively a sample of
two, and must further assume that this can be treated
as a random sample. The assumption that errors are
independently and identically distributed across the
total sample of prices, as in most software that is ex-
plicitly aimed at data mining, will lead to optimistic
assessments of predictive accuracy. (For other exam-
ples see Maindonald, 2003). Similar issues arise with
data that are a time series. Again it is necessary, for-
mally or informally, to account for the “error” part of
the model.

3.3 Changes with time

Consider again the use of the current year’s data to
make assessments that will affect next year’s busi-
ness activity. If data from several previous years are
available, then it makes sense to run the analysis sep-
arately for each of those years, and check for con-
sistency between the different sets of results. If such
data are not available, then there may be no good ba-
sis for judging the relevance to the subsequent year’s
business activity. Even where there does seem to be
some modest level of consistency over time, this con-
sistency may be placed in jeopardy by changes in ex-
ternal circumstances. Economic shocks – a dramatic
increase in oil prices or an economic recession – may
depending on the specific context create discontinu-
ities that invalidate or place in doubt assessments that
are based on past data.

Where the source and target populations are sep-
arated in time, model refinement is readily taken to
a point where improved accuracy for the source pop-
ulation leads to reduced accuracy for the target pop-
ulation. What is signal at one point in time may
with the passage of time become bias. Under-fitting,
relative to estimates of accuracy that are based on
a random split between test and training data or on
cross-validation, may lead to improved accuracy for
the data that matter.

Hand (2006) has two interesting examples that re-
late to credit scoring. Hand’s Figure 4 shows the er-
ror rate over a 3 1

2 period, from a classifier built at the
start of the period. The error rate drops to almost
zero after 8 months, then after a year is back at the
initial level, then rises to be 2 1

2 times the initial level
by the end of the period. In a second graph (Hand’s
Figure 5), the performance of a tree-based classifier
is compared with that of a linear discriminant func-
tion, over customers 1 to 60,000, using odd-numbered
customers in the range 1 to 4999 for training. At the
beginning of the series, the misclassification cost was
around 0.1 less for the tree-based classifier. This dif-
ference had reduced to perhaps 0.05 by the end of the
series, with the performance of the linear discrimi-
nant staying fairly constant at a cost of around 0.225.
Other issues concern inevitable changes in the compo-
sition of the target population, arbitrariness and drift
in the class definition (“concept drift”), and vagueness
in the assignment of relative costs.

3.4 Implications for comparing algorithms

In practice then, there is not the identity between
source and target populations that the standard com-
parisons of algorithms assume. Published compar-
isons of algorithms are at best broad indications of
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Figure 2: Calculations used the diabetes dataset, in-
cluded in R’s mclust package. Proximities rij , calcu-
lated for any pair (i, j) of points as the proportion of
trees in which they appear at the same terminal node,
were derived from use of the randomForest function
with the diabetes dataset. Distances 1-rij were then
used with R’s cmdscale metric scaling function, yield-
ing a two-dimensional representation.

performance, even once careful attention has been
given to advice such as appears on the web site Keogh
et al (2006) or in the papers Elkan (2001); Salzberg
(1997).

Hand (2006) makes the further point that, in com-
parisons of different algorithms, users who are more
expert with a particular method will have a bias to-
wards obtaining their best results with that method.
This, and the inevitability that performance is to an
extent data dependent, are yet further reasons for
treating published comparisons of algorithms as, at
best, broad indications of performance.

A quick check through the UCI Machine Learning
repository did not reveal any sizeable data sets that
are well suited to studying changes in algorithm per-
formance over time. This is clearly a serious gap in
the resources that are currently available for testing
and evaluating algorithms. In a number of cases (e.g.,
the email spam database), it would be highly inter-
esting to have comparable time-stamped data from a
period of several years. The newly established UCR
Time Series Data Mining Archive (Keogh, 2006) is
therefore very welcome. Many practical classifica-
tion problems have a time-dependent component that
should not be ignored.

3.5 Low-dimensional representations

It is helpful to characterize, where possible, condi-
tions under which one or other algorithm is likely to
perform well. A low-dimensional representation that
shows the separation of groups in supervised classifi-
cation, or of clusters in a cluster analysis, may give
valuable insight. It may indicate gross features of the
distribution of data, and give visual clues that high-
light differences between one algorithm and another.
Where the main effect of tweaking an algorithm is to
change which observations are misclassified, the plot
will show this. Insight is often more helpful than a
0.1% gain in the cross-validation estimate of predic-
tive accuracy.
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Figure 2 was obtained by using the “proximities”
from a randomForest discriminant rule to derive a
low-dimensional representation. The figure legend
gives the details. The plot identifies three points
where the class labels seem in doubt. Plots of dis-
criminant scores from R’s lda (MASS package) or of
the ordination scores from svm (e1071 package) with
default parameters, do not show the same clear sepa-
ration. Why?

4 The Interpretation of Model Parameters

An unequivocal interpretation is usually impossible
when there are multiple explanatory features that
might be included in the model, perhaps measured
with different accuracies. Typically, it is necessary
to appeal to other supporting sources of information.
Parameter estimates, even if highly significant statis-
tically, cannot necessarily be taken at face value. I
will note several instructive case studies. Even if not
highly typical of the problems tackled by data min-
ers, they have lessons of which data miners should be
aware.

A referee has made the point that whether obser-
vational studies are effective in any particular circum-
stance will depend on the importance, subtlety and
nature of the inference. Where the interpretation of
parameter(s) is an issue, and there are multiple ex-
planatory features, there is inevitable subtlety.

4.1 Smoking and lung cancer

Notwithstanding the strength of the link between
smoking and lung cancer, with papers making the
link appearing in the late 1920s, it was not until the
1950s that the connection was placed beyond reason-
able doubt. Only when it was clear that multiple
independent lines of evidence all pointed in the same
direction were the most tenacious critics silenced. See
Freedman (1990) for further commentary on the his-
tory, on the statistical issues, and for a number of
other examples.

Effects that are much smaller than in the connec-
tion between smoking and lung cancer may be hard
or impossible to tease out, especially if several factors
are involved and no one factor strongly predominates.

4.2 Hormone Replacement Therapy

The health effects of hormone replacement therapy
(HRT) have been a subject for extensive investiga-
tion over a long period of time, with extensive data
now available both from observational and from ex-
perimental studies. This large collection of studies
offers data analysts a unique opportunity to compare
results between experimental and observational stud-
ies.

Case-control studies, as in Varas-Lorenzo et al
(2000), are among the best-regarded of the obser-
vational studies. In these “cases”, i.e., individuals
who have the disease, are first identified. These are
then matched with disease-free “controls”, chosen to
be as similar as possible in all respects except per-
haps use of the therapy, in this case HRT. The hope
is that over subjects as a whole, disease status will
be the same as if the assignment to receive HRT had
been done randomly. Almost inevitably the match-
ing is not completely effective, and regression must be
used to adjust for remaining differences. If an impor-
tant explanatory variable is omitted from the adjust-
ment (perhaps, as suggested below, childhood socio-
economic status), conclusions may be fatally compro-
mised.

Contrast such studies with experimental studies
such as are reported in Rossouw et al (2002). As they
enrol, participants are randomly assigned either to
HRT or to a placebo, perhaps subject to restrictions
that maintain a numeric balance between treatment
and control groups. Strict adherence to randomiza-
tion protocols ensures the identity of the treatment
and control populations.

A large meta-analysis of the “best” quality co-
hort and other observational studies (Stampfer and
Colditz, 1991) found a relative reduction in coronary
heart disease (CHD) risk of 50% from any use of HRT.
Where population based studies gave more or less
definitive results, they agreed broadly in their conclu-
sions, to the extent that Stampfer and Colditz could
claim

Overall, the bulk of the evidence strongly
supports a protective effect of estrogens that
is unlikely to be explained by confounding
factors.

Broad agreement across the different studies does not
however mean that the estimates are correct. Few
would now defend Stampfer and Colditz’s conclusion,
for reasons that will now be discussed.

The experimental results showed that, far from re-
ducing CHD risk, risk was increased. One large ran-
domized controlled trial (Rossouw et al, 2002) found
that HRT use increased CHD hazard by a factor of
1.29 (95% CI 1.02–1.63), after 5 years of follow-up.

This was particularly anomalous because the re-
sults of the observational studies have been consis-
tent with the results of randomized trials for other
outcomes – breast cancer (increased risk for the com-
bined oestrogen/progesterone HRT; for a 50-year old
from 11 in 1000 to maybe 15 in 1000), colon cancer
(reduced risk), hip fracture (reduced risk, but diet,
exercise and other drugs can achieve the same or bet-
ter results) and stroke (increased risk; for a 50-year
old from 4 in 1000 to 6 in 1000). See again Swan et
al (2006) and e.g., Rossouw et al (2002) for further
details and references.

Lawlor et al (2004) discuss why there is agree-
ment for most outcomes, but not for CHD. Childhood
socio-economic indicators are known to be important
as predictors of CHD, independently of adult socio-
economic status (SES), behavioural and physiological
risk factors. This is not true for the other outcomes
considered. Additionally, the use of HRT is “strongly
socially patterned”; those with low childhood SES less
commonly used HRT. Consider now individuals with
low childhood SES, but high adult SES. Their low
childhood SES is associated with low use of HRT and
consequent lowered risk of CHD. In the analysis, the
only adjustment is for their high adult SES. The ben-
efit derived from non-use of HRT is wrongly ascribed,
in the analysis and its associated interpretation, to
their high adult SES.

If this account is correct, it highlights the impor-
tance of accounting properly for socio-economic ef-
fects. When studying an outcome of interest from an
observational public health study, it is important to
ask whether the simpler type of model that can ac-
count for breast cancer risk is adequate, or whether
the situation that pertains to CHD risk is more likely.

4.3 Other examples and references

Do airbags save lives? The available US data are not
encouraging, if analyzed with care. See Meyer and
Finney (2005), and articles in a forthcoming issue of
Chance that will continue the discussion, now with
corrected data. The data, although extensive, suf-
fer from a version of the reject inference problem –
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they are from accidents that are sufficiently serious
that at least one car was towed from the scene. Es-
timates of the effect of airbags change spectacularly
with changes in the other factors that are incorpo-
rated into the model.

Leavitt and Dubner (2005) have a number of ex-
amples that illustrate the care that must be taken in
bringing together multiple sources of evidence, in or-
der to reach conclusions that seem reasonably secure.
Their account of the reasons for the reduction in US
crime rates in the 1990s, which I find convincing, has
attracted huge controversy.

Rosenbaum (2002) teases out practical implica-
tions of the use of observational rather than exper-
imental data, using for illustration a number of inter-
esting examples. The insights in this important book
have received less attention than they deserve in the
statistical community, and scant attention in the data
mining community. The brief final chapter, entitled
“Some Strategic Issues”, makes a number of specific
suggestions that merit attention.

5 Re-engineering the publication process

Advances in computer technology allow and demand
large changes in the reporting of data, in data analy-
sis, in the total content of publications, and in access
to the separate components of the content (Maindon-
ald, 2005). Data mining is among the areas where the
potential for change and innovation is greatest. Code
and data that are used in papers should be available
as a matter of course, preferably as part of a com-
pendium (Gentleman and Lang, 2004) such as will
now be discussed, which the reader can readily pro-
cess through a computer program to create a version
of the final paper. The compendium should include
or give access to

• the text of the paper

• the data on which it is based, and

• the code used for analysis and for generation of
tables and graphs.

The notion of reading a paper is substantially en-
larged, to include interaction with the processes in-
volved in moving from data to analysis to published
paper.

The noweb literate programming syntax (Johnson
and Johnson, 1997) is a suitable vehicle for the im-
plementation of these ideas. My experience has been
with the implementation in the R system (R Core De-
velopment Team, updated regularly). The function
Sweave (Leisch, 2006) provides a flexible framework
for mixing text and R code in an enhanced LATEX
document for automatic report generation. When
processed through R’s Sweave function, markup in-
structions that surround the R code chunks determine
which chunks, and which of the output generated by
the code, will be included in the final LATEX docu-
ment. Output may include tables and figures.

Gentleman and Lang (2004) argue strongly for the
provision of an Sweave type compendium for any pa-
per that presents results of genomic analyses, as a
matter of standard practice. Users can then know
with certainty the steps that have been followed. Ben-
efits include the opening to scrutiny of any biases
in the analysis protocols, and a ready ability to re-
produce results and test their sensitivity to analysis
choices.

The arguments are surely equally cogent for jour-
nals and conferences that publish data mining papers.
Provision of Sweave type features is a reasonable re-
quirement for any language that is intended for sci-
entific use. A present serious limitation of Sweave is

that code that appears in the LATEX document has
comments stripped from it.

An Sweave version of this present paper is avail-
able from the web page http://www.maths.anu.edu.
au/~johnm/dm/ausdm06/ausdm06-jm.Rnw. The R
packages hddplot, mclust (which includes the dia-
betes dataset), randomForest and xtable must be in-
stalled.

The file ausdm06-jm.Rnw, when processed
through R’s Sweave function, yields a LATEX file and
associated graphics file from which this present paper
can be generated.

6 Final Comments

The issues that I have raised are all in a sense statis-
tical, though not always receiving the attention that
they deserve in statistics courses. Here, I will com-
ment on the different traditions of data mining and of
statistics, and on the large area of interest that they
have in common.

6.1 Different traditions of data analysis

Statistics started as a discipline that had a strong
practical orientation. The small number of statistics
departments that predated World War II likewise had
a strong practical orientation. The three decades that
followed World War II saw the widespread establish-
ment of statistics departments, now with a strong the-
oretical focus. Many of the teachers saw statistics as
primarily a mathematical discipline. Over the inter-
vening years, the teaching of statistics has slowly ma-
tured to pay more attention to applications, though
this change still has some way to go. Over this same
period, theory and computing have moved in synergy
to bring been huge advances both in theory and in
practical computing tools.

The R system (R Core Development Team, up-
dated regularly) is an outstanding product of the
new synergy between theory, computing and prac-
tice. It demonstrates what is possible when ex-
perts co-operate widely across national boundaries. It
promises larger achievements yet, more in tune with
modern ideas of computer systems.

Where academic statistics took mathematics and a
range of practical demands as its points of departure,
data mining has taken computing, algorithmics and
data bases as its points of departure. It has thrown
out a variety of challenges to statistics – challenges
which I think valuable for the future development of
statistics. A specific challenge is to make statistical
methodology available to those who, while bypassing
much of the mathematical theory, wish to have access
to the fruits of that theory. Simulation is for this as
well as for other purposes highly important, especially
as it sometimes offers a way ahead in cases where the
theory is intractable.

Data miners face, likewise, challenges from the sta-
tistical tradition, beyond those raised earlier in this
paper. Among these is the challenge to marshal com-
puting skills and tools effectively. Standalone tools
are typically deficient in the data manipulation and
graphical abilities needed to use them effectively, re-
quire the mastering of their own idiosyncratic user
interfaces, and do not penetrate widely into the com-
munities where they might find use. Contrast this
with the use of R or another such system, as a frame-
work for developing new software, and as an interface
into the end product. Many data miners, sensitive to
the benefits of such a common interface, are already
using and contributing to R. Those who do not wish
to go this route have the challenge of finding or de-
veloping a system that can equal or better R: in the
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expertise that has contributed to its development, in
its range of abilities, in the trustworthiness of its out-
put, in its cohesion, in its linkages into other systems,
in automated checks that impose minimal standards
of consistency across the system as a whole, in the use
of the internet to give access to R and to associated
resources, in its relative ease of use, and in the wide
extent of its user community.

Hard-won insights from both the practical and the-
oretical streams of statistical development require the
attention of data miners. I attach high importance
to issues that I have noted in this paper, center-
ing around source and target population, realistic as-
sessment of predictive accuracy, the interpretation of
model parameters, and the insights that may be de-
rived by comparing results from observational studies
with results from experimental studies.

6.2 The training of data miners

To what extent is understanding of statistical issues,
such as I have canvassed, required for effective data
mining? Relatively automated use of data mining
tools will give better results for some applications
than for others. Without however some sense of what
issues are important, how will the data analyst know
the difference? Anyone who expects to make data
mining a substantial part of their work will do well to
take time and effort to get on top of the issues that I
have canvassed. They can all be understood without
recourse to advanced mathematics. To be effective,
these points must be reinforced by exposure to, and
understanding of, the practical data analysis contexts
in which they arise.

6.3 Course materials

Course materials for a course component that includes
a statistically focused commentary on data mining
are available from my website (Maindonald, 2006).
Data that the laboratory exercises explore include two
substantial datasets that were mentioned above – the
US forest cover data and the US car accident data.
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Abstract

If the dataset available to machine learning results
from cluster sampling (e.g. patients from a sample of
hospital wards), the usual cross-validation error rate
estimate can lead to biased and misleading results.
An adapted cross-validation is described for this
case. Using a simulation, the sampling distribution
of the generalization error rate estimate, under
cluster or simple random sampling hypothesis, are
compared to the true value. The results highlight the
impact of the sampling design on inference: clearly,
clustering has a significant impact; the repartition
between learning set and test set should result from
a random partition of the clusters, and not from
a random partition of the examples. With cluster
sampling, standard cross-validation underestimates
the generalization error rate, and is deficient for
model selection. These results are illustrated with a
real application of automatic identification of spoken
language.

Keywords: Accuracy estimation, Supervised Learn-
ing, Clustered dataset.

1 Introduction

Most of the time, learning is organized on a dataset
which is a mere sample taken from the universe to
which the results are to be generalized. Concern-
ing a supervised learning task, measuring the quality
of the generalization is known as the ”assessment”
(Stone 1974). Several measures of the quality exist
(Lavrac 1999)( generalization error rate, sensitivity,
specificity, ROC curve, ...). They are usually obtained
through resampling methods which are often applied
under the hypothesis that the learning set is a sim-
ple random sample of observations (independent and
identically distributed - iid - observations) from the
universe of interest (Efron & Tibshirani 1995).

In practice, this hypothesis is rarely verified; the
available dataset is often the result of cluster sam-
pling, or (more generally) two-stage sampling:

• patients from a sample of hospital wards;

• X-ray images, from various angles, of a sample of
patients;

• children from a sample of classrooms or schools;

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

• land samples from an oil drilling rig sample...

From these examples, one understands that access
to individuals has been only possible through the clus-
ter. For instance, the patients cannot be selected one
by one; a sample of hospitals is selected, in which all
patients (cluster sampling) or a sub-sample (two stage
sampling) are observed. Clusters are not the result of
some computation on the available data. The clus-
tering structure is inherent to the data, part of data
collection, ”meta-information” needed to understand
and to use the data.

In this paper, standard cross-validation results
(under simple random sampling assumption) are
shown to be overly optimistic when the dataset is
actually clustered. A modification to the cross-
validation procedure that accounts for the sampling
design is suggested, according to the usual applica-
tions of resampling methods in sample survey prob-
lems (Shao & Tu 1995). The proposed modification is
supported, first, by an application to simulation data
and secondly, by an application to speech recognition.

In section 2, an adaptation of cross validation to
cluster sampling will be examined. In section 3, using
a simulation, the sampling distribution of the gener-
alization error rate, under cluster or simple random
sampling, will be compared to the respective true val-
ues; the consequences of model selection will be ex-
amined. In section 4, results of an application to a
real life database will be presented: the problem is
to automatically recognize the language spoken by a
sample of individuals using the physical analysis of
the audio signal of their voices. Related work is re-
viewed in section 5. Lastly, a conclusion and future
works are presented in section 6.

2 Adapting cross-validation to cluster sam-
ples

The true error rate (Err) is a measure of how accu-
rately the classification, built with the learning sam-
ple, would be if they were applied to the whole uni-
verse. As the universe cannot be observed completely,
a learning set (the sample) is used to infer about the

universe, and only an estimate of the error rate (Êrr)
can be computed. In this case, the sample selection
is an integral part of the inference process, and any
evaluation should account for it.

In reality, survey design information is seldom
made available, notably absent on the benchmark
datasets available on Internet servers (for example,
those from the UCI repository (Bay 1999)). In fact,
statistics and methods proposed to measure the error
rate rely on a simple random assumption, hardly ever
realized.

The usual cross validation estimate (under iid, in-
dependently and identically distributed data, hypoth-
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esis) of the error rate (Err) and the adaptation to
cluster sampling are described in this section.

2.1 Cross-validation on iid samples

The cross-validation method (in J folds) usual to ma-
chine learning proceeds as follows (Stone 1974), sup-
posing iid observations:

1. a sample of n individuals are obtained from the
population;

2. the n cases on the learning set are randomly
split in J folds of size nj , usually nj = n

J
;

3. the learning algorithm is applied to the whole
data set, save part j;

4. the rules learned in (3.) are applied to the cases

left out, fold j, and an error rate Êrr(j) is measured;
5. the ”generalization error rate” Err is estimated

as

Êrr =
∑ nj

n
Êrr(j)

The estimator Êrr is biased: E(Êrr) > Err be-
cause the samples used for learning in (2.) are ap-

proximately size n (J−1)
J

< n; the bias decreases as J
increases (of course with iid samples), but the random

variation of ̂Err and computation time grow with J .
But, in spite of these drawbacks, it is proved that in
the particular case of leave-one out cross-validation
for instance, the worst-case error of this estimate is
not much worse than that of the training error esti-
mate (Kearns & Ron 1997).

2.2 Cross-validation on cluster samples

If the learning set was obtained through cluster sam-
pling, then the standard procedure must be modified
as follows:

1. A sample of n individuals, grouped in G clusters
of respective size ng observations (g = 1, . . . , G);

2. The G clusters are subdivided in J parts, part
j thus comprising G/J clusters, with nj =

∑

g∈j ng

observations;
3. Steps (3.) to (5.) of the standard procedure are

then applied.
There is a ”cluster effect” when the variability

within the clusters is small compared to that of the
whole population; then, for a given sample size n, the
true generalization error rate increases. This must be
apparent in the cross-validation estimation process.

3 Application on simulated data

The main interest of a simulation model is that the
true error rate is known. In effect, one can either
compute the theoretical distribution-based error rate,
or, using a random number generator, create as many
individuals as needed to construct the test data set
and estimate the error rate with controlled precision.
The latter option was chosen for this paper.

The example described here uses a decision tree
learning algorithm and two explanatory variables (for
an easier interpretation of the charts). We will deepen
our analysis later (sec. 3.3) by studying the effect of
increasing number of attributes and the choice of the
learning algorithm.

3.1 The simulation model

For this problem, the objective of the learning algo-
rithm is to distinguish between two classes: positives
(+) and negatives (o). In the universe of reference, in-
dividuals are grouped in clusters of size 2×m, of which

m are positive (”+”) and m are negative (”o”). The
positives, independently their cluster, are distributed
according to a bivariate normal distribution with zero
mean and s2 × I covariance matrix, where s is a con-
stant and I is an identity matrix. The negatives of
a cluster are also normally distributed with the same
covariance matrix but their mean is located on the
circle of radius 1. The (negatives) cluster means are
uniformly and randomly distributed on the unit cir-
cle (for example figure 1.a). The dataset contains g
clusters, that is, n = 2 × m × g individuals.

Hence there are three parameters: s, the disper-
sion of each half cluster about its mean, m, the cluster
size for one class value, and g, the number of clusters
on the learning set.

For each value of these parameters (s =
0.1 , 0.2 , 0.5 , 1; m = 5, 10 , 20 , 40; g = 10), 100
learning sets were randomly generated, as well as a
testing set of 1, 000 clusters for the precise estimation
of the true generalization error rate.

We used the C4.5 decision trees algorithm
(Quinlan 1993), that can approximate any linear or
non-linear boundary with broken lines made up of
segments parallel to either axis.

For each learning sample (Figure 1):

1. the decision trees were constructed using the
learning set;

2. the ”true” error rate is approximated by the error
of the tree model on the large test set (Figure
1.d);

3. the cross-validation error rate estimate was com-
puted by taking the clustering into account (sec.
2.2);

4. the cross-validation error rate estimate was com-
puted as if the data were iid (disregarding the
clustering).

Let’s review the algorithm using the example in
figure 1.a which comprises 10 clusters, that is n =
G × 2 × m = 10 × 2 × 10 = 200 examples. A tree
(figure 1.b) is constructed on that base and the error
rate is zero (figure 1.c); estimation of the true error
rate, on the large dataset, is shown figure 1.d.

For our experimentation, we choose a J = 10 clus-
tered cross-validation, it makes a good bias-variance
trade-off of the error evaluation (Dietterich 1998).
Because we have 10 clusters in the synthetic dataset,
one cluster is removed at each step of our clustered
cross-validation. One of those steps is depicted in fig-
ure 2: when learning on the 9 leftmost clusters, the
resulting tree (figure 2.a) poorly classifies 6 of the 10
negatives set aside (figure 2.b).

3.2 Simulation results

Many interesting elements can be underlined (Figure
3):

- the true error rate Err increases with s, the rel-
ative cluster variability, and decreases with m, the
cluster size;

- standard cross-validation, disregarding the clus-
ter effect, severely underestimates the error rate;

- estimation bias increases with the cluster effect:
bias is maximum when s = 0, that is when all indi-
viduals are identical (s = 0.1 and s = 0.2 on figure
3);

- cross-validation accounting for cluster effect
slightly overestimates the true error rate; as men-
tioned earlier, this was expected because the cross-
validation uses, at each step, a fraction of the avail-
able sample to construct the prediction model.
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Figure 1: Learning on a sample of 10 clusters (a, b, c), applying classification rules on the generated test set
(d)

Figure 2: One step of clustered cross-validation

Figure 3: True and estimated error rate for G = 10 clusters: s = 0.1, s = 0.2 et m = 10, 20 et 40. Average on
100 simulations for each case.
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3.3 Simulations using alternative algorithms
and multiple attributes

The preceding simulations illustrated cross-validation
with clustered data, and some reasons why clustering
must be accounted for. In this section, the error esti-
mation bias is examined under varying experimental
set-ups :

• increased number of predictive attributes : dim
= 2, 3, 5, 10;

• different learning algorithms : C4.5 Decision
Tree, 1-Nearest Neighbour, Naive Bayes (Hastie,
Tibshirani & Friedman 2001).

The simulation population is similar to the previ-
ous one, but here the negatives (o) are centered on a
random point of the hyper-sphere of dimension dim
= 2, 3, 5 or 10.

3.3.1 General results for each learning algo-
rithm

Experiments confirm the results of section 3.2; what-
ever the learning algorithm and whatever the dimen-
sion of the space:

• standard cross-validation (assuming iid observa-
tions) always under-estimates the true error rate;

• cross-validation accounting for clusters is much
closer to the true error rate.

That is :

• With the decision tree (C4.5), standard cross-
validation (iid) severely under-estimates the er-
ror rate, regardless of the sample size (n =
10 × 2 × m), the clustering effect (here, noted
s), and the dimension of the space;

• The nearest neighbour method (1-NN) is very
sensitive to the clustering effect : if, in each
class, members of a given cluster are closer to
one another that those of other clusters (s =
0.1), then standard cross-validation dramatically
under-estimates the error rate by giving an es-
timate of zero; notably, the true error rate with
5 predictive attributes is about 15%; and more
than 30% with 10 predictive attributes. The
bias of the standard method is important even
with moderate clustering effect (s = 0.3), es-
pecially when many predictive attributes are at
play (dim = 5 or 10). When clustering effect
is smaller (s = 0.5) and many predictive at-
tributes are used, the 1-NN method learns al-
most nothing (the true error rate increases to
50% for two classes, even with samples of size
n = G × 2 × m = 10 × 2 × 50 = 1000 cases) yet
the standard method remains ” optimistic ”, and
the bias increases with the sample size.

• With Naive Bayes algorithm, the three error esti-
mates are almost identical when clustering effect
is important (s = 0.1) : it is a peculiar interac-
tion of our synthetic data and the Naive Bayes
estimator. In effect, this method discretizes con-
tinuous attributes into intervals before learning.
Here, because the low variance clusters of neg-
atives orbit around a kernel of positives, the
pre-processing of each attribute always give the
correct three-class discretization, the positives
in the center class flanked by classes of nega-
tives. This artifact decreases when the vari-
ance increases, causing positives and negatives
to intertwine and classes to be less homogeneous.
Under-estimation (under the iid assumption) in-
creases when clustering decreases (larger s), and
increases in sample size and number of attributes.

Language Speaker Rec./Speaker Avg.length/Rec.

German 10 20 21,9
English 10 15 17,6
Spanish 10 15 20,9
French 10 10 21,9
Italian 10 15 21,7

TOTAL 50 750

Table 1: MULTEXT dataset, cluster structure.

3.3.2 Model selection

The results are summarized in Fig. 4 which shows
that standard cross-validation can yield to very poor
results if the data set is clustered, and if the clustering
effect is significant (s = 0.1):

• In this case, judging by the standard iid cross-
validation (figure 4.a), the nearest neighbour (1-
NN) is always better than the other strategies
because its error rate is always zero, though the
true error rate (figure 4.c) may be larger than
that of naive Bayes as soon as at least three at-
tributes are involved ; this last result is confirmed
by cross-validation under clustering (figure 4.b);

• Still under strong clustering (s = 0.1), the deci-
sion trees C4.5 seem better than Naive Bayes in
every situation, as indicated by standard cross-
validation (figure 4.a). This is deceiving, for the
Naive Bayes method outperforms the three other
methods (figure 4.b and 4.c) when at least three
predictive attributes are present (see 3.3.1).

The simulation is, of course, particular. Still, de-
pending on the data, standard cross-validation can
lead to a very poor choice of the learning method.

4 Application to real data: speech recogni-
tion

4.1 Statement of the problem

Language identification from sound bites is an emerg-
ing domain of automatic speech processing. In this
era of international and global media, the stakes are
numerous, be it man-machine interface or computer-
assisted human dialogue.

Most of the approaches developed so far use sta-
tistical modelling of phonetic (nature of sounds) and
phonotactic (how the sounds are assembled) charac-
teristics of the various languages (Zisman & Berkling
2001). Such approaches require vast amounts of
sound recordings along with their phonetic transcrip-
tions (entirely supervised learning).

Data mining techniques, with innovative parame-
terization, can give convincing results with partially
supervised learning and smaller learning data sets.

4.2 The task and the data

The experiments were conducted on the multilin-
gual set MULTEXT (Campione & Veronis 1998).
This database contains audio recordings in five Eu-
ropean languages (English, French, German, Italian
and Spanish) spoken by 50 individuals (5 mens and
5 women per language). Each recording represents a
5-sentence text and each speaker read between 10 and
20 of those short texts. Table 1 summarizes the clus-
tered structure of the data, one cluster corresponding
to one individual’s recordings.

The task is to identify the language spoken on a
recording different from those used for learning.
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Figure 4: Standard iid, cluster cross-validation error rate estimates and true error rates with large cluster
effects

4.3 The descriptors

Classical approaches are based on the spectral anal-
ysis of the audio signal for which the cluster effect is
well-recognized (the spectrum informs on the identity
and the language of the speaker). The approach fol-
lowed here used a parameterized rhythmic space for
which the cluster is theoretically less important.

An automatic segmentation of the audio sig-
nal in pseudo-syllables was first realized (Farinas &
Pellegrino 2001). These units are composed of one
or more consonant segments followed by one vocalic
segment. They are correlated to the rhythmic struc-
ture of the language and can thus be used to iden-
tify the language. Each pseudo-syllable is set in a
5-dimensional space:

• Dc (total duration of the pseudo-syllable conso-
nants, in ms);

• Dv (duration of the vocalic segment, in ms);

• Nc (number of consonant segments in the
pseudo-syllable, unit free);

• Fo (fundamental frequency of the pseudo-syllable
vowel, in Hertz);

• E (relative energy of the vowel, in dB).

For each recording, the parameter means, vari-
ances and covariances were computed using all the
pseudo-syllables of the sound excerpt. Hence, 20 pa-
rameters are available for each statistical individual.

4.4 Comparing various approaches

Many learning algorithms were tested, they have
different representation and learning characteristics
(Hastie et al. 2001): C4.5 Decision Tree (DT); 1-
Nearest Neighbour (1-NN); Naive Bayes (NB); linear

Algorithme Standard (iid) Clustered
Decision Tree 25% 35%
1-NN 26% 37%
Naive Bayes 36% 48%
Linear Disc. Analysis 15% 20%
Multi-layer Perceptron 16% 21%
GMM - 20%

Table 2: Cross-validation error rate estimate for each
induction method

discriminant analysis (LDA); multi-layer perceptron
(MLP).

In all cases, cross-validation was performed, first
not accounting for clustering (different recordings of
the same speaker can be used for both learning and
testing), and secondly accounting for the clusters
(speakers for learning and testing are different).

Finally, a comparison with the EM (Expectation-
Maximization) estimation algorithm on Gaussian
mixture model (GMM), usually used in speech pro-
cessing, was performed. Table 2 summarizes the re-
sults.

In spite of the small number of characteristics ac-
counted for (average duration of the consonant seg-
ments, etc.), rhythmic modeling gives interesting re-
sults, in the order of 20% of erroneous identification,
whether pattern recognition (GMM) or two usual
data mining techniques are used. The complex pa-
rameter space seems to handicap DT, 1-NN and NB,
more than LDA or MLP.

Moreover, accounting for the clustering modifies
the estimated error rate whatever the learning algo-
rithm used. These experiments illustrate that, when
working with real data, clustering must be factored in
to avoid serious underestimation of the generalization
error rate.
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5 Related work

The key point of this work is the necessity of account-
ing for the sample design of the learning dataset when
defining the resampling procedure (cross-validation,
bootstrap, etc.). Thus, subdividing (learning set,
testing set) must be done randomly on the clusters
rather than on the individuals; the same is true for
leave-one-out.

There is little similar work. Most of the discus-
sion has focussed on the optimal number of parts for
cross-validation (Kohavi 1995), on the introduction of
sophisticated resampling schemes (Dietterich 1998),
or on bias correction with respect to the classifier
(Efron & Tibshirani 1997). Some authors have intro-
duced stratified cross-validation, the objective being
to maintain the distribution of classes among the sub-
divisions. There is no sound justification to this, the
underlying idea being the reduction of the variabil-
ity of the models produced at each step. They think
that, and the work presented here agrees with their
hypothesis, the strategy is only efficient when the ini-
tial sample is itself stratified, that is the frequency
of each class is explicitly reproduced in the sample
(Kohavi 1995).

In this paper, we note that the iid cross-validation
systematically underestimates the true error rate
when we have clustered dataset. It is biased. But, the
behavior of the variance of the clustered estimator is
not clear. It appears that the standard estimators of
the variance of the cross-validation error rate is often
underestimated (Bengio & Grandvalet 2004). If we
use the same estimator in our context, one can think
that we obtain the same result. But it is obvious that
it will be necessary to study in detail this assertion
which rests only on one intuition.

Another problem is model selection. Some works
show that a bad estimation of the generalization error
rate can be sufficient for model selection if we obtain a
clear picture of the relative performance of the learn-
ing algorithms (Petrak 2000). The author claims that
using a moderate subsample of the dataset allows to
ranking the algorithms. When we want to adapt this
approach to clustered dataset, the unit of the sample
must be the clusters and not the individuals.

Following the same idea, a bad generalization rate
estimation may be sufficient for model selection. One
can wonder whether the bias of the standard cross-
validation method (iid assumption), which underes-
timates the generalization error rate when instances
were sampled from clusters of data, is constant across
different learning methods. If it is true, it appears
that the iid cross-validation can nevertheless used
for model selection, whatever the sampling scheme.
The answer appears complex, depending on the al-
gorithm characteristics, on the nature of the discrep-
ancy, bias (a systematic difference with respect to the
true value) or variance (discrepancies due solely to
sampling). Our first results (see section 3.3) show
that, using the synthetic data, there is no apparent
correlation between the rank of the methods as or-
dered by standard cross-validation, and their rank
as ordered by the cross-validation under clustering.
In-depth analysis are still awaited; in the meantime,
caution dictates that sampling design be accounted
for cross-validation, even if the ultimate goal is model
selection.

6 Conclusion

In this paper, it is shown that correct assessment of
the predictive model by resampling methods must ac-
count for the sampling scheme used for the construc-
tion of the learning set. With cluster sampling, stan-

dard cross-validation significantly underestimates the
generalization error rate and seems not efficient for
model selection.

The approach proposed here can be extended
to other sampling strategies (stratification, unequal
probability sampling). Then, under those different
schemes, the size and direction of the standard cross-
validation estimation bias must be determined.
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Abstract

The field of Record Linkage is concerned with identi-
fying records from one or more datasets which refer
to the same underlying entities. Where entity-unique
identifiers are not available and errors occur, the pro-
cess is non-trivial. Many techniques developed in this
field require human intervention to set parameters,
manually classify possibly matched records, or pro-
vide examples of matched and non-matched records.
Whilst of great use and providing high quality re-
sults, the requirement of human input, besides being
costly, means that if the parameters or examples are
not produced or maintained properly, linkage quality
will be compromised. The contributions of this paper
are a critical discussion on the record linkage pro-
cess, arguing for a more restrictive use of blocking in
research, and evaluating and modifying the farthest-
first clustering technique to produce results close to a
supervised technique.

1 Introduction

Record Linkage is concerned with the process of iden-
tifying records from one or more datasets which re-
fer to the same entities (e.g. people, organisations or
objects) (Winkler 2006). Where applied to a single
dataset, the process is known as de-duplication. The
utility of Record Linkage lies in its ability to pro-
vide information that would otherwise be impossi-
ble or too costly to obtain. For example, a linkage
of hospital records with motor vehicle accident data
could provide information about the required proce-
dures and outcomes for different types and severities
of accidents (Christen & Goiser 2005, Winkler 2006).
Record linkage is often used in the initial, pre-
processing phase of data mining projects in order to
enrich data or remove duplicate records. This paper
is divided into three parts: this introduction, a crit-
ical discussion of the nature and some of the major
issues of Record Linkage, and an experimental part
which leverages the discussion and examines the pos-
sibility of conducting record linkage without human
intervention.

1.1 The Record Linkage Process

Historically, the process predates computers (Gill
2001), but it wasn’t until their advent and com-
mon use, together with increasing storage of infor-
mation, that significant advances were made. New-

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
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combe developed the basic idea of probabilistic link-
age in the 1950’s, and the mathematical foundation
was set down by Fellegi and Sunter in 1969 (Fellegi &
Sunter 1969).

Consider a population of entities (people, busi-
nesses, products, etc.) from which are drawn one or
more datasets, some of whose records may refer to the
same entities. The drawing down process may be the
entering of information relating to a patient’s hospital
visit, the result of a credit card transaction, adding a
new customer into a database, or recording a birth.
Each entity may appear more than once in a single
dataset (e.g. multiple credit card transactions, moth-
ers giving birth, etc.) and in more than one dataset.
The process of entering information about the entities
into a dataset may be subject to errors such as typ-
ing mistakes, miss-spellings, optical character recog-
nition errors, etc. There may also be differences due
to the use of abbreviation or varying amounts of de-
tail recorded. Thus finding the records which relate
to the same entities can be seen to be non-trivial in
the sense that no simple exact search, database join
or sort could find them (Christen & Goiser 2005).

This paper assumes the linkage of two datasets,
A and B, with neither dataset containing duplicate
records (Christen & Goiser 2005). There may be
some records in A which refer to the same entities
as records in B, and it is the task of Record Linkage
to find them. The linkage process involves two basic
steps, comparison and classification (Winkler 2006).
The comparison step takes pairs of records from
the cross-product of the datasets, A × B, and, for
each pair, produces a vector of one or more val-
ues indicating the level of similarity or difference
between attributes of the records which were com-
pared. The values can be categorical, ordinal or nu-
meric, but are generally real values in the range [0,1]
with increasing values representing increasing similar-
ity (Winkler 2006). The vectors place the comparison
of a record pair into a space whose dimension is equal
to the number of attributes compared. From these
vectors, the classification step determines the class of
each pair as either a match, or a non-match (Christen
& Goiser 2005) (the possible-match classification used
in the Fellegi and Sunter approach will be discussed
below). Classification techniques are generally either
supervised or unsupervised (Mitchell 1997). Super-
vised techniques use pre-classified data to generate a
classifier which is then used to determine the class.
Variations on these steps are possible, however, there
must be some form of comparison between the records
as well as a determination of the class.

Considering each attribute comparison, there are
two distributions, one each for the matches and non-
matches. Figure 1 shows this for a dataset used in the
experiments in Section 3. The normal process is to
select a threshold value which places as many matches
as possible above, and as many non-matches below it.
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Table 1: Confusion matrix of record pair classification

Actual Classifications
Match Non-match

Match True match False non-match
True positive (TP) False negative (FN)

Non-match False match True non-match
False positive (FP) True negative (TN)

Errors occur where comparisons of matches fall below
the threshold, or non-matches above it. The confu-
sion matrix in Table 1 describes the types of errors
than can be produced (Christen & Goiser 2005).

It can be noted that, if the cost of making a false
match is different from the cost of making a false non-
match, it could be possible to find threshold values
which, while increasing the number of false classifi-
cations, could decrease the overall costs. For exam-
ple, in a cancer screening test, lowering the thresh-
old value could decrease the number of undetected
cancers (false negatives) at the expense of a higher
number of erroneous detections (false positives), thus
increasing the cancer detection rate.

In the traditional Fellegi and Sunter approach a
third class is allowed: possible-matches (Fellegi &
Sunter 1969). Compared record pairs are assigned to
this class where the criteria are not strong enough to
make a definitive match or non-match decision. The
resulting pairs are referred to manual clerical review
– where human judgement, with possible reference to
more information, can allow a determination to be
made. However, this can be problematic, as compar-
ing even medium-sized datasets with only a few thou-
sand records results in millions of comparisons, and a
possible-match rate of only 1% will require thousands
of manual classifications. These will take time – de-
laying the project – and adding to costs. Also, human
decision-making has an inherent bias and error rate.
As the motivation of this paper is to work towards an
automated record linkage process, this class will not
be considered further.

1.2 Blocking

Comparing the cross-product of A × B results in
quadratic complexity, and is thus difficult or impos-
sible for large datasets. Different blocking techniques
such as standard blocking, sorted-neighbourhood, bi-
gram indexing and canopy clustering have been de-
veloped to ameliorate this problem (Baxter, Chris-
ten & Churches 2003, Elfeky, Verykios & Elmagarmid
2002). The idea is to cheaply filter out obvious non-
matches before executing the more detailed and time-
consuming comparisons.

As an example of the process, standard blocking
criteria uses record attributes such as postal/zip code
to create blocks of similar records, with the compar-
isons then only being between records in the same
block. A problem with this approach is that inaccu-
racy in the criteria can lead to records being placed
in the wrong blocks, thus removing them from be-
ing compared with any potential matches. This can
be solved by conducting several passes using different
criteria each time (Winkler 2006). In (Winkler 2005),
it is suggested that a 10-pass blocking strategy will
reduce the number of record pair comparisons re-
quired for the linkage of two datasets with one million
records each from 1012 to around 107 − 108.

1.3 Modern Approaches

In recent years, researchers have started to incorpo-
rate techniques from Machine Learning, Data Min-
ing, Information Retrieval, and Artificial Intelligence
research to improve the linkage process. A popu-
lar approach (Bilenko & Mooney 2003, Chaudhuri,
Ganjam, Ganti & Motwani 2003, Cohen, Raviku-
mar & Fienberg 2003, Yancey 2004, Zhu & Ungar
2000) has been to learn distance measures (like edit-
distance) that are used for approximate string com-
parisons (Christen 2006). As shown in (Cohen et al.
2003), combining different learned string comparison
methods can result in improved linkage classification.
An Information Retrieval–based approach (Cohen
1998) is to represent records as document vectors
and to compute the cosine distance between such vec-
tors, while (Nahm, Bilenko & Mooney 2002) explore
the use of support vector machines to classify record
pairs.

Active learning is used in (Sarawagi &
Bhamidipaty 2002) and (Tejada, Knoblock &
Minton 2002) to address the problem of lack of
training data. The basic idea is to iteratively select
for human determination, a comparison which is the
hardest for the technique to classify, then learn from
that and build a better classifier. This has the effect
of significantly reducing the number of manual de-
terminations required. A hybrid system is described
in (Elfeky et al. 2002) which utilises both unsuper-
vised (clustering) and supervised (instance-based
learning and decision trees) machine learning tech-
niques. Active learning is also used in (Michalowski,
Thakkar & Knoblock 2004), however, secondary
data sources are used in place of human input, thus
making their approach unsupervised. This work is
part of an increasing interest in the application of
record linkage to web-based data and technologies.

High-dimensional overlapping clustering is applied
in (McCallum, Nigam & Ungar 2000) as an alter-
native to traditional blocking (in order to reduce
the number of record pair comparisons to be made),
while in (Gu & Baxter 2004a), the use of simple K -
means clustering together with a user-tunable fuzzy
region for the class of possible-matches is investigated.
Methods based on nearest neighbours are explored
in (Chaudhuri, Ganti & Motwani 2005), with the idea
being to capture local structural properties instead of
a single global distance approach. Graphical mod-
els (Ravikumar & Cohen 2004) are another unsuper-
vised technique that aims at using the structural in-
formation available in the data to build hierarchical
probabilistic models for record pair classification.

Many of these new approaches are based on su-
pervised learning techniques and require training data
which is often not available in real world situations, or
only obtainable via manual preparation (a costly pro-
cess similar to manual clerical review). Additionally,
many of the recent publications in this area present
experimental studies that are based on small datasets
of up to a couple of thousand records (Christen 2005).
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2 Critical Discussion

This section discusses some problematic issues affect-
ing the record linkage process: task complexity, pa-
rameter freedom, the availability of training data, and
blocking - all affecting the ability to automate the
linkage process.

2.1 Task Complexity but Match Rarity

With at most one true match between each record in
A and B (assuming no duplicates), the largest pos-
sible number of matches is the smaller of the size of
A and B, n = min(|A|, |B|), with | · | denoting the
number of records in a dataset. Where n = |A| = |B|,
there can be no more than n matches: every record
in A is linked to a different record in B (Christen &
Goiser 2005). However, as every record in A poten-
tially needs to be compared against every record in
B, the number of comparisons required is |A| × |B|
which is n2 for n = |A| = |B|. Thus, while the
number of matches increases linearly with the size
of the data, the number of comparisons required in-
creases quadratically. When de-duplicating a dataset,
all records potentially need to be compared with all
others, thus requiring n(n − 1)/2 comparisons.

This result has significant ramifications for Record
Linkage. For example, in many areas such as social
security, health, tax, corporate customer information,
a dataset of one million records is considered to be
small, yet conducting a million times a million, 1012,
complicated comparisons would not be considered vi-
able due to the time it would take. For example, if
a comparison requires 0.1 milliseconds per attribute
and there are 10 attributes to compare, the linkage
of two datasets with one-million records each (assum-
ing no blocking) would require 109 seconds which is
nearly 32 years!

The other aspect of the linear increase in matches
versus the quadratic increase in the problem size is
that the matches become rare. In the above exam-
ple, while 1012 comparisons are potentially required,
the maximum number of matches is 106. The rate
of matches to comparisons – the ‘hit’ rate – for these
datasets is one-in-a-million.

Figure 1 shows density plots of a real-world
sampled dataset (n = 996,166, comprising 353
matches and 995,813 non-matches, a match rate of
1/2,822) (Centre for Epidemiology and Research,
NSW Department of Health 2001). It can be seen
that, while matches form a distinct grouping with
their own modal peak, they hardly register in compar-
ison to the large number of non-matches. This must
be considered when selecting and using classification
methods. Even when blocking is applied, the num-
ber of matches to non-matches is often very different.
Thus, while the complexity of the task becomes diffi-
cult for medium- to large-sized datasets, the matches
themselves become increasingly rare.

2.2 Parameter Freedom

Many comparison and classification techniques allow
tuning in order to increase their accuracy, or to al-
low trading off one benefit in order to increase an-
other. For example, in the Fellegi and Sunter model,
the threshold values between non-matches, possible-
matches and matches are user-adjustable – changing
the values will alter the linkage quality as well as
the number of record pairs set aside for clerical re-
view (Fellegi & Sunter 1969).

Accurate setting of parameters requires a high de-
gree of knowledge of the techniques used as well as
of the characteristics of the data in question, and can
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Figure 1: Density plots of one of the sampled datasets
for: (a) the whole dataset, (b) just the matches, (c) a
20× y-axis magnification of (a) showing the peak for
the matches.

take a significant amount of time and effort to deter-
mine properly. Once set, the parameters can only be
re-used in further linkages with confidence if the char-
acteristics of the new data were such that the same
values would be generated. This paper addresses this
problem by choosing to research methods which do
not require parameters to be set.

2.3 Availability of Example Data

In order to set parameters, some knowledge of
the data must be obtained, whether through data
analysis, or supervised Machine Learning tech-
niques (Mitchell 1997). This requires the availability
of example or training data - that is, data for which
the match/non-match state is known in advance.

One way of generating such example data is to
randomly sample pairs of records and manually clas-
sify them. However, considering the size of datasets
and the rarity of matches within them, many thou-
sands of record pairs may need to be examined in
order to obtain a few examples of matched records,
and it may not be known if they form a represen-
tative sample of all the matches. A solution to this
is to use a technique like active learning to bias the
sampling of examples in order to increase the repre-
sentation of matches (Sarawagi & Bhamidipaty 2002).
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Sampling bias and representation must be considered
when making use of the example data.

Example data are thus subject to the same sorts of
problems as associated with parameters (as discussed
in Section 2.2). Further, given that example cases are
provided as input to generate parameters, they can be
seen as parameters in themselves - different examples
will generate different parameter values.

2.4 Blocking

To the extent that blocking removes comparisons in a
consistent fashion, it becomes a source of bias - a con-
founding factor - which, in fact, is its intent: to consis-
tently remove obvious non-matches. However, it must
be recognised that biased data will have an effect on
the results of classification methods which adapt to or
learn from that data. Where blocking removes true
matches, it can be seen as a failing, and the extent to
which this occurs with consistency is, again, a source
of bias. As an example, (Gu & Baxter 2004a) block
four small datasets and show that between 8% and
30% of the true matches are removed by blocking.

Other issues with blocking include the question
of the amount of time saved: from the above, does
the reduction from 1012 to 108 (or similar amounts)
merely change the problem from impossible to unfea-
sible? Also, errors in the data or the blocking criteria
may mean that no matter how many passes are con-
ducted, some true matches won’t be passed through
(e.g., where they aren’t assigned to the same block in
standard blocking). Thus, setting up the blocking cri-
teria requires knowledge of the data and the blocking
technique used. As an example, standard blocking
works optimally when the data is evenly distributed
into a moderate number of blocks. However, if only
a single block is too large (e.g. a block with sur-
name value of “Smith”), the quadratic issue returns.
See (Gu & Baxter 2004b) for further discussion, and a
potential solution. Note that blocking criteria, again,
are parameters - see the discussion on parameter free-
dom above.

To the extent that different blocking methods and
blocking criteria (including not blocking) result in dif-
ferent data, they produce different biases. Thus com-
parisons between classification methods become in-
valid or difficult if different blocking methods or cri-
teria are used. The important question to ask about
the results of research which uses blocking then be-
comes: if different blocking methods or criteria were
used, can it be shown that the results would be the
same? If not, blocking can be regarded as integral to
the process, and cannot be divorced from it.

Given these problems, it is strongly recommended
that researchers only block their data if it is too large
to feasibly conduct a linkage on, or if the research is
into blocking techniques. With the ready availability
of relatively fast personal computers with large main
memory, it cannot be seen how it could be justified
to use blocking in research which would require fewer
than one million comparisons.

It is noted, however, that without blocking, the
linkage or de-duplication of large datasets could not
be accomplished. It is thus necessary but problem-
atic, and careful attention must be paid to its use. In
using blocking, it must be understood that potential
matches will be removed, and that the data will be
biased which may affect the results of further proce-
dures.

3 Experiments

Given the above discussion, it was decided to examine
the feasibility of parameter-free techniques for record

linkage - that is, investigate if techniques which don’t
require parameters can produce results comparable to
those which do. All the presented experiments were
conducted without using blocking.

3.1 Experimental Setup

Three comparison and three classification methods
were chosen. The Febrl (Freely Extensible Biomedi-
cal Record Linkage) (Christen, Churches & Hegland
2004) open source record linkage system was used
for the comparison step, while the Weka (Witten &
Frank 2005) open source data mining package was
used for the classification step.

3.1.1 String Comparison Methods

Of the three methods, the first two were chosen be-
cause they are commonly used in record linkage, and
the third because it is novel in this field and could
prove to be potentially useful. None of these meth-
ods require parameters.

In the Jaro-Winkler (JW) comparison
method (Winkler 1990, Winkler 2006, Yancey 2006)
a similarity score based on the number of common
characters, character transpositions, and string
lengths, as well as giving a higher score for having
a common prefix of length up to 4 characters, is
calculated.

In the edit-distance (ED) method, a similarity
score is calculated using the normalisation of the min-
imal number of single-letter insertions, deletions and
substitutions required to transform one string into the
other (Winkler 2006, Yancey 2006).

Compression comparison (CC) (Cilibrasi &
Vitanyi 2005, Keogh, Lonardi & Ratanamahatana
2004) uses the fact that the compression of the con-
catenation of two similar strings is shorter than that
of dissimilar ones. The normalised compression dis-
tance was used:

NCD(x, y) =
C(xy) − min(C(x), C(y))

max(C(x), C(y))

where C() is a compression algorithm such as zlib
or GZip, and xy is the concatenation of the strings, x
and y.

3.1.2 Classification Methods

One supervised and two unsupervised classification
methods were chosen. The supervised method re-
quires training data, and, being partitioning cluster-
ing techniques, the unsupervised methods require the
specification of the number of clusters. As the aim
is to have a cluster of matches and a cluster of non-
matches, this value is fixed at two. Being fixed, the
value doesn’t change meaning it is not supplied as a
parameter.

Decision trees (DT) are one of the major Ma-
chine Learning techniques (Mitchell 1997). The nor-
mal procedure is to use training data to build a clas-
sifier, which is then used to classify further data. For
this work, they are used as a base line – to compare
the results of the unsupervised methods against. As
such, to give the best possible results, all the data
in the dataset under investigation is used for both
training and testing.

K -means (KM) is a commonly used simple unsu-
pervised clustering technique (Han & Kamber 2001).
Previous papers which have looked at K -means in the
context of record linkage include (Elfeky et al. 2002,
Gu & Baxter 2004a).

CRPIT Volume 61

26



The farthest-first (FF) clustering technique was
first presented in (Gonzalez 1985). It is a very sim-
ple algorithm and very fast: assign the centroid for
the first cluster to a random point. For the second
centroid, choose the point which is farthest from it.
For all following centroids, choose the point which is
farthest from all the centroids chosen so far.

It is interesting in that, unlike KM which can halt
at local minima, it is guaranteed to provide a solution
within two times the optimal solution value of the
objective function used to choose the clusters - the
2-approximation problem (Gonzalez 1985).

3.2 Data Sources

Three data sources were used in the experiments, two
synthetically generated, and one real-world dataset.

3.2.1 Synthetic Data

Synthetic data was generated using the dataset gen-
erator from Febrl (Christen et al. 2004), which al-
lows probabilistic creation of records, as well as
simulation of common types of errors at specifiable
rates (Christen 2005). Two groups of datasets were
generated, one with a maximum of one error per
record, and a second with up to 3 errors in any
attribute. The generated attributes were: given-
name, surname, street-number, street-type, street-
value, suburb, postcode, state, date-of-birth, age,
phone-number, and social security identifier. For each
group, seven pairs of datasets were generated with
0%, 10%, 20%, 50%, 80%, 90% and 100% overlap –
the amount of duplication between the datasets, with
0% being no common record, and 100% being dupli-
cate datasets. Each of the pairs of datasets contained
one thousand records, thus requiring one million com-
parisons. From these datasets, variations were gener-
ated using different concatenations of the original at-
tributes: one: the attributes were concatenated into
a single attribute; three: the attributes were concate-
nated into ‘name’, ‘address’, and ‘other’ attributes;
all: all attributes were kept. That is, generating the
variation involved taking the attributes to use and
joining them together, delimited by a space, into a
new attribute.

The total number of linkages on synthetic datasets
were thus: 2 different numbers of errors per record,
7 types of overlap, 3 combinations of attributes, 3
comparison methods, 3 classification methods, giving
a total of 378 discreet record linkages of a million
comparisons each.

3.2.2 Real-World Data

Access was available to a confidential dataset in
which extensive effort had previously been made to
correctly classify record duplicates. This dataset,
the New South Wales Midwives Data Collection
(MDC) (Centre for Epidemiology and Research,
NSW Department of Health 2001), was provided by
the New South Wales Department of Health. It
contains 175, 211 records relating to births in the
years 1999 and 2000 and had been de-duplicated
using the commercial probabilistic software, Au-
toMatch (MatchWare Technologies 1998), including
post-linkage manual clerical review. Of the 175, 211
records, it had been determined that 158, 081 mothers
appeared once, 8, 295 appeared twice, 176 appeared
three times, and 3 appeared four times in the dataset.

As an exhaustive de-duplication would require
15, 349, 359, 655 comparisons, it was decided to sam-
ple the data, and have about the same number of
comparisons as the synthetic data. A sample size
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methods)
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Figure 2: Errors by classification method for (a) the
combined synthetic data, and (b) the MDC data.

of n = 1, 412, resulting in n(n − 1)/2 = 996, 166
comparisons was decided on. Each sample comprised
353 randomly selected matched pairs and 706 ran-
domly selected non-matched records. Fifty samples
were drawn, the three attribute combinations were
generated, and the CC comparison method was used
with all three classification methods. For the MDC
data, there were thus a total of 450 discrete record
linkages of 996, 166 comparisons each.

3.3 Results

Note that unless described as density plots (where the
area under the curve is 1), the graphs all use boxplots.
A boxplot is a concise graphical device showing the
upper and lower quartile (the box), the median (the
line crossing the box), and the range (the ends of the
lines extending from the box, often called whiskers).
Where a data point is suspected to be an outlier, it is
plotted as a point, and the whisker is then set at 1.5
times the inter-quartile range. Where the median is
offset within the box, it is an indication of skewness
in the data.

How does the choice of classification method
affect the results?

The boxplots in Figure 2 describe the errors produced
by the classification techniques used for the synthetic
datasets (combined), and the MDC data. It can be
seen that KM performs worse than the other two. In
fact, for KM, the mean number of false positives for
all the linkages in the synthetic data is 509, 064. Since
there were one million comparisons, this means that
the method does slightly worse than chance. (For
brevity, KM will not be further discussed when com-
paring classifiers.) Otherwise, it is of interest that FF
has comparable results with DT.
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Why does K -means do so badly?

Han and Kamber point out that, “the K -means
method is not suitable for discovering clusters with
non-convex shapes or clusters of very different
size” (Han & Kamber 2001) (p. 350). For a link-
age without blocking as in these experiments, there
is an overwhelming number of non-matches (for the
synthetic data: 106 − (103 × overlap%/100), and for
the sampled MDC data: 996, 166 − 353). These dif-
ferent cluster sizes can be seen to be the cause of why
KM does so badly.

The reason that KM has been used successfully
in record linkage, e.g. (Gu & Baxter 2004a), is that
it has been preceded by blocking which has had the
effect of evening-up the class sizes. Thus, for KM
to be successful in record linkage, blocking must have
been previously used – and had the effect of evening
up the class sizes.

How does the choice of comparison method af-
fect the results?

Figure 3 shows boxplots of the error counts for the
combined synthetic experiments. For the false neg-
atives, it can be seen that FF performs comparably
with DT except for two cases of JW comparisons
(which may be due to FF randomly selecting cen-
troids which are not be near the mode of the true
negatives). With the false positives, the errors ap-
pear larger, increasingly for ED and JW. As most
of these errors are also associated with the all con-
catenation group, it can be seen that JW does not
provide good discrimination for FF when provided
with a larger number of comparisons. Note that the
median number of false positive errors is 1.5 and 1.0
for CC and ED comparisons respectively, while the
median false negative values are 0, so the results are
actually very good for most of the datasets.

Density plots of the results of the different compar-
ison methods are shown in Figure 4. The modes of
the distributions of the two classes are closest together
for JW. As FF uses a threshold midway between the
centroids to determine the class, it can be seen that
the more the overlap between the modes, the more
errors would be generated. Other aspects that can be
seen to affect accuracy are the skewness of the distri-
butions, and the combination of spread and distance
between centroids. For example, the larger the spread
and the closer the centroids the more the overlap, so
the greater the number of errors. Thus, it can be seen
that FF performs better in conjunction with CC or
ED.

Can a reasonable result be obtained with
parameter-less techniques?

Linking synthetic datasets with some overlap, using
ED for comparisons of the attributes concatenated
together and FF for classification, resulted in 0 false
positives and a mean of 6.833 (median 0.5) false neg-
ative errors. For the MDC dataset, use of CC on
the three attribute datasets with FF classification
resulted in a mean of 4.68 (median 3.00) false posi-
tives and a mean of 9.76 (median 9.00) false negatives.
Regularly having less than ten errors in around one
million comparisons is a very small error rate. This is
a strong indication that a linkage of reasonable qual-
ity can be obtained without requiring parameters.

Why does farthest-first do so well?

Examining the FF algorithm and considering Fig-
ure 1, it can be seen that a random choice of item
will almost always make a selection near the mode
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Figure 3: Errors by comparison methods (c=CC,
e=ED, w=JW) for DT and FF classification meth-
ods using the combined synthetic datasets.

of the true-negatives for the first centroid, and for
the second, it follows that the farthest from it will be
the item with the maximum value - the pair with the
highest similarity results. As the threshold value is
midway between these two centroids, and since both
ED and CC fulfil triangle inequality (Cilibrasi &
Vitanyi 2005, Marzal & Vidal 1993), it can be seen
that all results on one side of the threshold will be
closer to its centroid than any on the other side. Thus,
by not conducting blocking, an important character-
istic of the data has been retained – one which allows
FF to return very positive results.

3.4 Attempt to Improve Farthest-First

An improvement would be to remove the random
choice for the first centroid, thus removing the chance
of choosing an item away from the mode of the true
negatives. To examine this, the original Weka FF
algorithm was translated into the Python program-
ming language1, and four alternatives for picking the
centroids were implemented:

• Default: the normal selection process for FF.

• Mode: for each attribute, bin the values, then
choose the largest bin as the first centroid. This
is equivalent to producing a histogram plot and
selecting the longest bar – a crude density-based
selection process. One thousand bins were used
across the range of the data values.

• 0-1: choose the values, 0 and 1 as the centroids.
The idea here is that the comparison routines

1www.python.org
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Figure 4: Density plots of the results for the different
comparison methods when applied to the dataset with
100% overlap, and up to 3 errors in any attribute. The
left peak is that of the non-matches, and the right is
that of the matches. Note that each graph contains
two separate density plots superimposed (as denoted
by the solid and dashed lines).

return values in the range, 0..1. Thus, no pro-
cessing is required to discover these centroids.

• Range: use the minimum and maximum values
of the data as the centroids. This can be seen
to be the same as normalising the comparison
results and choosing the 0-1 modification.

Figure 5 shows the results of applying these mod-
ifications to the combined synthetic datasets. Note
that Default differs slightly from the Weka version
in that the latter normalises the attributes, but the
Python implementation doesn’t since the input data
is already in the range 0..1. Also, as both Weka and
Default use random selection, there is inherent vari-
ation in the results.

It can be seen that false positive rates for modifica-
tions 0-1 and Range appear higher than the others,
while their false negative rates are very low. This
indicates that the threshold values are set too low.
However, the ED results for modification 0-1 show
little or no errors. This modification uses 0 and 1
for the centroids, and earlier discussion has shown
that ED separates the modal peaks more than the
other methods. Mode does appear to show advan-
tages over Default in that the three outliers in the

false negative graph have been removed. However,
differences are very minor as would be expected - ex-
cept that possible selection of centroids away from the
mode had been eliminated. These results were similar
for the MDC dataset.

4 Conclusion and Future Work

Record Linkage was introduced and some characteris-
tics and challenges to the field were presented. Block-
ing was discussed and it was noted that it can bias
results unless controlled-for in experiments. This can
also compromise the comparison of record linkage
techniques. It was therefore recommended that block-
ing not be used in research unless necessary.

Experiments using unsupervised techniques in the
linkage process were conducted and it was found that
the K -means clustering technique was not suitable
for the linkage of data which had not previously been
blocked. The use of the farthest-first classification
technique on non-blocked data was found to produce
very promising results.

In terms of further research, the complexity of the
edit-distance comparison method is the product of the
lengths of the strings being compared, which is costly
where the strings are long. An improvement would
be to use other versions of the technique, such as
those used in genetics (Christen 2006). Given the pos-
itive results for edit-distance with the modification to
farthest-first classification on the synthetic datasets,
further examination using real-world datasets will be
conducted. The Expectation Maximisation (EM) al-
gorithm (Winkler 1988) provides a method whereby
parameters such as the thresholds in the Fellegi and
Sunter model (Fellegi & Sunter 1969) can be esti-
mated. Further work will include comparing EM
against the farthest-first classification method.

Copies of this paper, the Febrl record linkage sys-
tem, and other publications can be obtained from:
http://datamining.anu.edu.au/linkage.html.
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Abstract

In response to the rapid development of DNA Mi-
croarray technology, many classification methods
have been used for Microarray classification. SVMs,
decision trees, Bagging, Boosting and Random For-
est are commonly used methods. In this paper, we
conduct experimental comparison of LibSVMs, C4.5,
BaggingC4.5, AdaBoostingC4.5, and Random Forest
on seven Microarray cancer data sets. The experi-
mental results show that all ensemble methods out-
perform C4.5. The experimental results also show
that all five methods benefit from data preprocessing,
including gene selection and discretization, in classifi-
cation accuracy. In addition to comparing the average
accuracies of ten-fold cross validation tests on seven
data sets, we use two statistical tests to validate find-
ings. We observe that Wilcoxon signed rank test is
better than sign test for such purpose.

Keywords: Microarray data, classification.

1 Introduction

In recent years, the rapid development of DNA Mi-
croarray technology has made it possible for scien-
tists to monitor the expression level of thousands
of genes with a single experiment (Schena, Shalon,
Davis & Brown 1995, Lockhart, Dong, Byrne &
et al. 1996). With DNA expression Microarray tech-
nology, researchers will be able to classify different
diseases according to different expression levels in
normal and tumor cells, to discover the relationship
between genes, to identify the critical genes in the
development of disease. There are many active re-
search applications of Microarray technology, such
as cancer classification (Golub, Slonim, Tamayo &
et al. 1999, Veer, Dai, de Vijver & et al. 2002, Pet-
ricoinIII, Ardekani, Hitt, Levine & et al. 2002),
gene function identification (Lu, Patterson, Wang,
Marquez & Atkinson 2004, Santin, Zhan, Bellone
& Palmieri 2004), clinical diagnosis (Yeang, Ra-
maswamy, Tamayo & et al. 2001), and drug discovery
studies (Maron & Lozano-Pérez 1998).

This project was partially supported by Australian Research
Council Discovery Grant DP0559090.

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

A main task of Microarray classification is to build
a classifier from historical Microarray gene expres-
sion data, and then it uses the classifier to classify
future coming data. Many methods have been used
in Microarray classification, and typical methods are
Support Vector Machines (SVMs) (Brown, Grundy,
Lin, Cristianini, Sugnet, Furey, Jr & Haussler 2000,
Guyon, Weston, Barnhill & Vapnik 2002), k-nearest
neighbor classifier (Yeang et al. 2001), C4.5 decision
tree (Li & Liu 2003, Li, Liu, Ng & Wong 2003), rule-
base classification method (Yeang et al. 2001) and en-
semble methods, such as Bagging and boosting (Tan
& Gibert 2003, Dietterich 2000).

SVMs, decision trees and ensemble methods are
most frequently used methods in Microarray classifi-
cation. Reading through the literature of Microarray
data classification, it is difficult to find consensus con-
clusions on their relative performance. We are very
interested in classifying Microarray data using C4.5
since it provides more interpretable results than other
methods do. Therefore, we design an experiment to
find out the classification performance of C4.5, Ad-
aBoostingC4.5, BaggingC4.5, Random Forests, Lib-
svms on seven Microarray cancer data sets.

In the experimental analysis, we use sign test
and Wilcoxon signed rank test to compare classifica-
tion performance of different methods. We find that
Wilcoxon signed rank test is better than sign test for
such comparison. We also find inconsistent results in
accuracy test and Wilcoxon signed rank test, and we
interpret the results in a reasonable way.

The rest of this paper is organized as follows. In
Section 2, we describe the relevant methods in this
comparison study. In Section 3, we introduce our ex-
perimental design. In Section 4, we show our experi-
mental results and present discussions. In Section 5,
we conclude the paper.

2 Algorithm selected for comparison

Numerous Microarray data classification algorithms
have been proposed in recent years. Most of them
have been adapted from current data mining and ma-
chine learning algorithms.

C4.5 (Quinlan 1993, Quinlan 1996) was proposed
by Quinlan in 1993 and it is a typical decision tree
algorithm. C4.5 partitions a training data into some
disjoint subsets simultaneously, based on the values
of an attribute. At each step in the construction
of the decision tree, C4.5 selects an attribute which
separates data with the highest information gain ra-
tio (Quinlan 1993). The same process is repeated
on all subsets until each subset contains only one
class. To simplify the decision tree, the induced de-
cision tree is pruned using pessimistic error estima-
tion (Quinlan 1993).

SVMs was proposed by Cortes and Vapnik (Cortes
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& Vapnik 1995) in 1995 and It has been a most influ-
ential classification algorithm in recent years. SVMs
are classifiers which transform the input samples into
a high dimensional space by a kernel function and use
a linear hyperplane to separate two classes mapped to
that high dimensional space by support vectors which
are selected vectors from training samples. SVMs
has been applied to many domains, for example,
text categorization (Joachims 1998), cancer classifi-
cation (Furey, Christianini, Duffy, Bednarski, Schum-
mer & Hauessler 2000, Brown et al. 2000, Brown,
Grundy, Lin, Cristianini, Sugnet, Ares & Haussler
1999).

In the past decade, many researchers have devoted
their efforts to the study of ensemble decision tree
methods for Microarray classification. Ensemble de-
cision tree methods combine decision trees generated
from multiple training data sets by re-sampling the
training data set. Bagging, Boosting and Random
forests are some of the well-known ensemble methods
in the machine learning field.

Bagging was proposed by Leo Breiman (Breiman
1996) in 1996. Bagging uses a bootstrap technique
to re-sample the training data sets. Some samples
may appear more than once in a data set whereas
some samples do not appear. A set of alternative
classifiers are generated from a set of re-sampled data
sets. Each classifier will in turn assign a predicted
class to an incoming test sample. The final predicted
class for the sample is determined by the majority
vote. All classifiers have equal weights in voting.

The boosting method was first developed by Fre-
und and Schapire (Freund & Schapire 1996) in 1996.
Boosting uses a re-sampling technique different from
Bagging. A new training data set is generated ac-
cording to its sample distribution. The first classi-
fier is constructed from the original data set where
every sample has an equal distribution ratio of 1. In
the following training data sets, the distribution ra-
tios are made differently among samples. A sample
distribution ratio is reduced if the sample has been
correctly classified; otherwise the ratio is kept un-
changed. Samples which are misclassified often get
duplicates in a re-sampled training data set. In con-
trast, samples which are correctly classified often may
not appear in a re-sampled training data set. A
weighted voting method is used in the committee de-
cision. A higher accuracy classifier has larger weight
than a lower accuracy classifier. The final verdict goes
along with the largest weighted votes.

Based on Bagging, Leo Breiman introduced an-
other ensemble decision tree method called Random
Forests (Breiman 1999) in 1999. This method com-
bines Bagging and random feature selection methods
to generate multiple classifiers.

3 Experimental design methodology

3.1 Ten-fold cross-validation

Tenfold cross-validation is used in this experiment. In
tenfold cross-validation, a data set is equally divided
into 10 folds (partitions) with the same distribution.
In each test 9 folds of data are used for training and
one fold is for testing (unseen data set). The test
procedure is repeated 10 times. The final accuracy of
an algorithm will be the average of the 10 trials.

3.2 Test data sets

Seven data sets from Kent Ridge Biological Data
Set Repository (?) are selected. These data sets
were collected from very well researched journal pa-
pers, namely Breast Cancer (Veer et al. 2002), Lung

Cancer (Gordon, Jensen, Hsiao, Gullans & et al.
2002), Lymphoma (Alizadeh, Eishen, Davis, Ma &
et al. 2000), ALL-AML Leukemia (Golub et al. 1999),
Colon (Alon & et al. 1999), Ovarian (PetricoinIII
et al. 2002) and Prostate (Singh & et al. 2002). Ta-
ble 1 shows the summary of the characteristics of the
seven data sets. We conduct our experiments by using
tenfold cross-validation on the merged original train-
ing and test data sets.

Data set Genes Class Record
Breast Cancer 24481 2 97
Lung Cancer 12533 2 181
Lymphoma 4026 2 47
Leukemia 7129 2 72
Colon 2000 2 62
Ovarian 15154 2 253
Prostate 12600 2 21

Table 1: Experimental data set details

3.3 Softwares used for comparison

We have done our experiments with C4.5,
C4.5AdaBoosting, C4.5Bagging, Random forests,
LibSVMs with the Weka-3-5-2 package which is avail-
able online (http://www.cs.waikato.ac.nz/ml/
weka/). Default settings are used for all compared
ensemble methods. We were aware that the accuracy
of some methods on some data sets can be improved
when parameters were changed. However, it was
difficult to find another uniform setting good for
all data sets. Therefore, we did not change default
settings since the default produced high accuracy on
average.

3.4 Microarray data preprocessing

We used information gain ratio for gene selection and
used Fayyad and Irani’s MDL discretization method
provided by Weka to discretize numerical attributes.
Our previous results (Hu, Li, Wang & Daggard 2006)
show that with preprocessing, the number of genes
selected affects the classification accuracy. The over-
all performance is better when data sets contain 50 to
100 genes. For our experiment, we set the number of
genes as 50. After the data preprocessing, each data
set contains 50 genes with discretized values.

3.5 Sign test

Sign test (Conover 1980) is used to test whether one
random variable in a pair tends to be larger than the
other random variable in the pair. Given n pairs of
observations. Within each pair, either a plus, tie or
minus is assigned. The plus corresponds to that one
value is greater than the other, the minus corresponds
to that one value is less than the other, and the tie
means that both equal to each other. The null hy-
pothesis is that the number of pluses and minuses are
equal. If the null hypothesis test is rejected, then one
random variable tends to be greater than the other.

3.6 Wilcoxon signed rank test

Sign test only makes use of information of whether
a value is greater, less than or equal to the other in
a pair. Wilcoxon signed rank test (Conover 1980,
Daniel 1978) calculates differences of pairs. The ab-
solute differences are ranked after discarding pairs
with the difference of zero. The ranks are sorted in
ascending order. When several pairs have absolute
differences that are equal to each other, each of these
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Data set C4.5 Random Forests AdaBoostC4.5 BaggingC4.5 LibSVMs
Breast Cancer 84.5 88.7 90.7 85.6 72.2
Lung Cancer 98.3 99.5 98.3 97.8 100.0
Lymphoma 74.5 93.6 89.4 89.4 55.3
Leukemia 88.9 98.6 95.8 95.8 100.0
Colon 88.7 83.9 90.3 90.3 90.3
Ovarian 96.8 99.2 98.8 98.0 100.0
Prostate 95.2 100 95.2 95.2 100.0
Average 89.6 94.8 94.1 93.2 88.3

Table 2: Average accuracy of seven preprocessed data sets with five classification algorithms based on tenfold
cross-validation

C4.5 Random Forests AdaBoostC4.5 BaggingC4.5 LibSVMs
C4.5 –
Random Forests 0.063 –
AdaboostC4.5 0.031 0.63 –
BaggingC4.5 0.11 0.0088 0 –
LibSVMs 0.23 0.34 0.34 0.34 –

Table 3: Summary of sign test between any two of the compared classification methods. P-values of the test
are given, and significant p-values at 95% confidence level are highlighted.

several pairs is assigned as the average of ranks that
would have otherwise been assigned. The hypothesis
is that the differences have the mean of 0.

4 Experimental results and discussions

Table 2 shows the individual and average accuracy re-
sults of all the compared methods based on seven pre-
processed data sets with the tenfold cross-validation
method. Table 5 shows the individual and average
accuracy results of the compared methods based on
seven original data sets with tenfold cross-validation
method.

Based on Table 2, we have the following conclu-
sions: with preprocessed data sets, all ensemble meth-
ods on average perform better than C4.5 and Lib-
SVMs. Both C4.5 and LibSVM perform similar to
each other.

Those results demonstrate that the ensemble de-
cision tree methods can improve the accuracy over
single decision tree method on Microarray data sets.
These results are consistent with most machine learn-
ing study.

To determine whether the ensemble methods con-
sistently outperform single classification methods, we
also conducted a sign test. The results are shown in
Table 3. Based on the sign test, we have the following
conclusions.

1. AdaBoostC4.5 is the only one among the all com-
pared classification algorithms that outperforms
C4.5.

2. Comparing between ensemble methods, Ran-
dom Forests and AdaBoostC4.5 outperform Bag-
gingC4.5 significantly.

3. No sufficient evidence supports that any ensem-
ble method and C4.5 outperform LibSVMs.

We have the following observations from the sign
test. The average difference of 6.5% (between Ran-
dom Forest and LibSVM) may not be statistically sig-
nificant, but the average difference of 0.9% (between
AdaBoostC4.5 and BaggingC4.5) are statistically sig-
nificant. This may sounds strange, but is understand-
able. The average accuracy indicates the average per-
formance of a method on the data sets. However, the
sign test indicates if a method is consistently better
than another on each test data set. The accuracy
difference can be very small. For example, each ac-
curacy value of AdaboostC4.5 is slightly higher than

Bagging C4.5, and hence Sign test shows that Ad-
aBoostC4.5 is significantly better than BaggingC4.5.
However, the accuracy improvement is marginal.

This also indicates a limitation of the sign test: the
difference of 0.01 and 10.0 are considered the same in
the sign test since only plus or minus is used. We con-
ducted a Wilcoxon signed rank test based on Table 2.
The results of Wilcoxon signed rank test is shown in
Table 4

Table 4 shows that all ensemble methods, Ran-
dom Forest, AdaBoostC4.5 and BaggingC4.5, are sig-
nificantly more accurate than C4.5. This conclusion
is consistent with most research literature. Though
AdaBoostC4.5 performs marginally better than Bag-
gingC4.5 on each data set. The Wilcoxon signed rank
test does not support that the differences are signif-
icant. We tend to believe that the Wilcoxon signed
rank test is better than sign test for our purpose.

Based on Table 2 and table 4, we can conclude
that all ensemble methods significantly outperform
C4.5. We do not have sufficient evidence to show
whether LibSVM and another method is better.
Though Table 2 give a large average accuracy dif-
ference between an ensemble method and LibSVM,
we do not know wether LibSVM and an ensemble
method will perform better on a data set. This
is because that SVM and decision trees are two
different types of classification methods. They are
suitable for different data sets.

To show that all methods benefit from data pre-
processing, we conducted experiments on original
data sets, and show their accuracy results in Table 5.

Table 2 and Table 5, clearly indicate that all classi-
fication methods on data preprocessed by discretiza-
tion and gene selection methods achieve higher aver-
age accuracy over themselves on data without data
preprocessing. After data preprocessing, accuracy
performance has been improved significantly for all
compared classification algorithms with up to 17.4%
improvement.

To show that this improvement is significant, we
conducted Sign test and Wilcoxon signed rank test on
differences between accuracies on preprocessed data
and original data. The test results are shown in Ta-
ble 6 and Table 7.

Based on a sign test of 95% confidence level, All
methods except C4.5 improve the predictive accuracy
on the preprocessed Microarray data sets than the
original data sets. Not enough evidence supports that
C4.5 performs significantly better on the preprocessed
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C4.5 Random Forests AdaBoostC4.5 BaggingC4.5 LibSVMs
C4.5 –
Random Forests ≤ 0.05 –
AdaboostC4.5 0.005 0.2-0.3 –
BaggingC4.5 0.025 0.1-0.2 0.091 –
LibSVMs 0.5 0.4-0.5 0.4-0.5 0.4-0.5 –

Table 4: Summary of Wilcoxon signed rank test between any two of the compared classification methods. P
values are shown and significant p-values at 95% confidence level are highlighted.

Data set C4.5 Random Forests AdaBoostC4.5 BaggingC4.5 LibSVMs
Breast Cancer 62.9 61.9 61.9 66.0 52.6
Lung Cancer 95.0 98.3 96.1 97.2 82.9
Lymphoma 78.7 80.9 85.1 85.1 55.3
Leukemia 79.2 86.1 87.5 86.1 65.3
Colon 82.3 75.8 77.4 82.3 64.5
Ovarian 95.7 94.1 95.7 97.6 87.0
Prostate 33.3 52.4 33.3 42.9 61.9
Average 75.3 78.5 76.7 79.6 67.1
Difference 14.3 16.3 17.4 13.6 21.2

Table 5: Average accuracy on seven original data sets of five classification methods based on tenfold cross-
validation. The last row shows the differences in average accuracy between the average accuracy based on
preprocessed data and original data for every compared classification method

Microarray data sets than the original data set.
These results show that the data precessing

method improves the predictive accuracy of classifica-
tion. As we mentioned before, Microarray data con-
tains irrelevant and noisy genes. Those genes do not
help classification but reduce the predictive accuracy
. Microarray data preprocessing is able to reduce the
number of irrelevant genes in Microarray data classi-
fication and therefore can generally help to improve
the classification accuracy.

Apart from predictive accuracy, the representa-
tion of predictive results is another important fact
for determining the quality of a classification algo-
rithm. Among the compared algorithms, the classi-
fier of C4.5 is a tree, and the classifier of an ensemble
method is formed by a group of trees. Trees are more
easier to be evaluated and interpreted by users. By
contrast, the outputs of SVMs are numerical values
and are less interpretable.

5 Conclusion

In this paper, we conducted a comparative study
of classification methods for Microarray data analy-
sis. We compared five classification methods, namely
LibSVMs, C4.5, BaggingC4.5, AdaBoostingC4.5, and
Random Forest, on seven Microarray data sets, with
or without gene selection and discretization. The ex-
perimental results show that all ensemble methods
are significantly more accurate than C4.5. Data pre-
processing significantly improves accuracies of all five
methods. We conducted both sign test and Wilcoxon
signed rank test to evaluate the performance differ-
ences of comparative methods. We observed that the
Wilcoxon signed rank test is better than the sign test.
We also found that there is no sufficient evidence to
support the performance difference between the SVM
and an ensemble method although the average accu-
racy of SVM is much lower than that of an ensemble
method. A possible explanation is that they are two
different classification schemes, and hence one may
be able to suits for a data set whereas the other does
not.
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Abstract 
The concept of older adults contributing to society in a 
meaningful way has been termed ‘active ageing’. We 
present applications of data mining techniques on the 
active ageing data collected via a survey of older 
australian on a wide range of social and behavioural 
variables. The goal is to understand the underlying 
relationships and attributes which characterise active 
ageing. The data mining results indicate that an 
individual’s health, attitude to learning, social network 
support and (positive) emotional feelings are significant 
contributors to achieving active ageing.. 

Keywords:  Classification, clustering, association mining, 
Active ageing 

1 Introduction 
The concept of older adults contributing to society in a 
meaningful way has been termed ‘active ageing’ 
(Kinsella and Phillips 2005). The policy framework for 
active ageing developed by the WHO emphasizes that 
health, participation and security are important for quality 
of life for older adults (WHO 2005). This framework is 
guiding the conceptual development of “active ageing” in 
diverse national contexts.  

To conceptualise active ageing in terms of complex issues 
that intertwine and converge with the ageing experience, 
rather than in a singular health/social dimension, the 
Australian Active Ageing (Triple A) study at the 
Queensland University of Technology (QUT) has 
conducted a national-wide postal survey to collect the 
responses of older people on a wide range of questions 
related to ‘work’, ‘learning’, ‘social’, ‘spiritual’, 
‘emotional’, ‘health and home’, ‘life events’ and 
‘demographics’. Previously, studies such as the 
Australian Longitudinal Study of Ageing (ALSA) 
(Andrews, Clark, and Luszcz 2002), and the Dubbo Study 
of Ageing (Simons et al. 1990) included social aspects as 
well as the more usual psychological and behavioral 
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(ALSA), and bio-medical issues (Dubbo Study). This 
study at QUT is the first of its kind reflecting a wide 
variety of aspects of older adults life. 

Data Mining (DM) techniques have been successfully 
applied to a number of application domains including 
finance, marketing, health, Internet and others (Han 
2001). This paper extends the use of DM to understand 
how the older population in Australia is ageing. The large 
number of interrelated variables and the complex 
relationships between various life aspects of older 
people’s experience greatly enhance the potential of 
applying data mining (DM) techniques.  

We use different data mining tools available within the 
‘SAS 9.1 Enterprise Miner’ to conduct experiments. In 
particular, we used clustering, predictive modelling and 
association mining to carry out an exploratory analysis of 
the data. The results successfully highlight interesting 
trends in the data and describe that an individual’s health, 
attitude to learning, social network support and (positive) 
emotional feelings are significant contributors to 
achieving active ageing. The trends and patterns of this 
data set will assist to develop the concept of active ageing 
and contribute significantly to future policy directions.  

2 Data Mining Application to Active Ageing  
The goal is to pre-process the national survey data; apply 
an appropriate DM technique or a combination of 
techniques; and evaluate and interpret the meaningful 
rules to enhance the understanding of active ageing.  
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Figure 1: Distribution of Variables  
 
2.1. Data Pre-processing  
The first task was to understand the nature of the data set 
to decide the strategies and methods of data mining. The 
Triple A study data includes responses of members of a 
large Australia wide seniors organisation on a wide range 
of questions related to their life. A total of 2655 surveys 
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were returned at 46% response rate. Of these 32 
incomplete surveys were excluded due to missing age, 
postcode and/or non-response to survey questions; others 
were excluded due to respondents being younger than 50 
years old.  

Survey questions were divided into groups/aspects such 
as ‘work’, learning’, ‘social’, ‘spiritual’, ‘emotional’, 
‘health’, ‘home’, ‘life events’ and ‘demographics’. Each 
question is treated as a variable/attribute and its responses 
become the values of the variable in the data mining 
analysis. Figure 1 lists the number of variables in each 
aspect.  There were many transformations done in the 
data set in order to analyse with data mining algorithms.  

2.1.1 Empty Fields 
A major problem in preparing data for mining was that 
some questions requested the respondents to skip 
questions depending on their response to certain 
questions. These variables were subsequently modified to 
limit the effect of the large percentage of respondents 
who didn’t answer them. For example, variable A1 
requested respondents to skip to A4 if they answered no, 
which led to a large percentage of respondents leaving 
variables A2 and A3 blank. Therefore A2 and A3 were 
modified to include a response of N/A for those 
respondents who were not required to do so. 

2.1.2 Value Transformation 
There were some variables that were transformed to fulfil 
the goal of the mining process. For example, the variable 
H2 asked respondents to supply their age. Since the 
Triple A project is only interested in analysing the 
various age groups, therefore the data was modified to 
reflect the group that the age variable belongs to (55-64; 
65-74; 75 years and over).  Similarly, the variable H3 
asked respondents to supply their postcode. We found 
that the postcode had little effect on the data, and 
therefore used it to calculate the state that the respondent 
lived in, whether they lived in a metropolitan or regional 
area, and to which socio-economic status they belong.  
Finally, the processed data consists of 2,623 cases and 
165 variables. Majority of variables are categorical. The 
distribution analysis showed that the data set is suitable 
for any data mining technique to be applied. The result of 
the data mining would highly depend upon how we 
formulate the problem. 
 
2.2 Conducting Data Mining  
The main objective in this study was to find the inter-
relation between various aspects of life to achieve active 
ageing. We decided to first apply the clustering analysis 
to understand the nature of the data set overall. We 
utilized the most commonly used centroid based approach 
k-means (Jain, Murty and Flynn 1999). Next, we applied 
the association and predictive modelling to understand 
the deeper relationships between various sections and 
various variables.  

We had many choices for the predictive modelling (Lim 
and Loh 2000). Since, our main goal is to understand how 
the variables from different life aspects are related to each 

other, good comprehensibility and high accuracy were the 
main requirements in a method. Decision tree is chosen 
due to their ability to obtain reasonable accuracy, good 
comprehensibility, efficiency, robustness and scalability. 

The Apriori algorithm is used for the association analysis. 
As support is lowered the processing time to find 
association rules dramatically increases and it is often 
infeasible to find all association rules. Consequently only 
maximal association rules are chosen as it reduces the 
number of rules that need to be analyzed.  A maximal 
association rule is a supported association rule that isn’t 
contained in another supported association rule (Agrawal, 
Imielinski and Swami 1994). Typically interesting 
maximal association rules are only supported by a low 
percentage of entries.  

  
3. Analysis of generated clusters 
To understand if there is a clear segmentation in the data 
set, clustering analysis is performed. The k-means 
clustering algorithm divided the data set into 7 distinct 
but overlapped clusters. There is no segmentation of the 
value ranges of the variables, such that all values within a 
continuous interval of each variable belong to the same 
cluster. The clusters are quite close to each other. This 
indicates that variables don’t define distinct boundaries, 
though the given variables are slightly more interesting 
than others. There exist some highly correlated 
relationships within the data which should lead to 
interesting rules for active ageing. The figure 2 shows the 
number of respondents grouped in 7 clusters. 
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 Figure 2: Cluster Distribution 
 
The cluster 7 that groups the majority of respondents 
showed that the people feel contented in the current life 
when they enjoy the social interactions, and they have 
more intention to learning new things. Also, health did 
not limit them in doing the outside activities.  

The cluster 2 grouped the people who do not feel 
contented in their current life. Respondents in this group 
have lower social interaction, and are less capable of 
handling their social relationships .The cluster 3 grouped 
the people according to the difficulty level at performing 
daily activity. Majority of people were from the age 
cohort 75 years and over, and some from 65-74 years.  

The figure 3 shows (1) the distribution of the 44 variables 
that appear in clusters across each aspect of life, and (2) 
the distribution of the 44 cluster-variables in each aspect 
in comparison to the original distribution of the total 165 
variables in each aspect of the data set. For example, the 
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aspect B contributes 27% (12 out of 44) of variables in 
the total number of variables appearing in the clusters, 
whereas the entire data set includes only 33 (i.e. 20%) 
aspect B variables (figure 1).  
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         Figure 3: Distribution of Variables in Clusters 
 
The figure 3 shows that the ‘Health & Home’ and 
‘Learning’ are the most prominent in terms of number of 
variables in clusters. This indicates that an individual’s 

health and attitude to learning are the most significant 
contributors to active ageing. However, when comparing 
the cluster variables and original variable distribution, the 
figure 3 shows that the variables on ‘Social’, ‘Learning’ 
and ‘Health & Home’ dimensions have more impact, 
since their proportion in the clusters is much higher than 
the original.  

The Variable D4, which asked whether the responders 
feel contented in their present life, is found to be the most 
influential to form clusters based on the relative 
performance measure of the variables in determining the 
clusters.  

The results of the cluster analysis indicate that there are 
correlated patterns within the data. However it is 
necessary to perform the predictive modelling or 
association analysis on a selection of variables to 
determine whether those correlations have any meaning. 
 

    
 # Variables # Rules Misclassification Rate
Selected target from all targets  All Cluster All Cluster All Cluster 
A1: Full time or part time paid work 29 33 57 90 3.33% 4.06% 
A2: #Hours paid work per week  79 43 145 192 11.79% 19.53% 
A12: Voluntary activities or Not 64 38 116 143 9.26% 18.14% 
A13: Involved in tertiary degree courses or diplomas 84 42 156 206 13.49% 16.43% 
B4: Interested in new or current event program 98 41 196 206 21.30% 27.32% 
B10: Extent to open to new technology 79 41 187 222 15.13% 19.55% 
B11: Need to learn to enjoy learning new things 78 39 191 190 14.66% 16.70% 
B12: Need to learn to organise holiday/travel arrangements 82 39 183 204 23.74% 38.38% 
C1: # (Emotionally) close People within one hour travel away 109 43 207 274 55.02% 55.59% 
C3: #family and friends who had phone conversation in the 
past week  

113 42 231 245 43.35% 46.91% 

C5: Family and friends understands the respondent or Not 103 42 209 217 14.78% 18.81% 
C6: Feel useful to family or friends or Not 112 42 225 225 17.28% 20.51% 
D1: Believe in a higher being or Not 104 43 207 262 30.50% 40.37% 
D3: Feel in control of your life or Not 95 42 208 230 20.15% 23.31% 
D4: Feel contented in your life 110 43 226 223 20.31% 24.68% 
D9: Feel as searching for personal meaning 108 42 221 246 36.32% 37.81% 
E1: Confidence in the opinion or Not 105 42 206 228 21.90% 25.55% 
E12: Happy with the personality or Not 103 43 214 244 18.70% 23.20% 
E23: Satisfied with accomplished in life 113 42 256 230 26.49% 30.63% 
F3f: Limitation of health in bending  101 42 215 241 17.65% 22.06% 
F3g: Limitation of health in walking 78 42 138 171 10.09% 14.54% 
F4b: Limitation of health in accomplishing the wishes 105 43 210 207 14.82% 19.05% 
F4c: Limitation of health in work 78 39 160 166 11.87% 14.23% 
G1:Effect of a major illness in life 97 41 205 237 16.78% 20.46% 
G2: Effect of change of work in life 90 41 208 209 19.20% 23.19% 
G3: Effect of a new study course in life 100 41 182 195 16.88% 19.13% 
G6: Effect of child-care activities in life 94 40 171 168 12.67% 15.16% 
H1: Gender 92 42 186 225 13.99% 18.77% 
H2: Age group 122 42 222 274 17.19% 20.18% 
H3a: Residential State in Australia 117 41 228 211 39.74% 45.54% 
H4: Country of Birth 93 42 169 203 12.97% 15.33% 

Table 1: Predictive Models Details  
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4. Analysis of Predictive Models  
Predictive modelling or classification is performed to 
establish relationships that exist between various sections 
(life aspects) and various variables present in them. We 
wanted to examine how a variable in one aspect is related 
to other variables. We have chosen four of the target 
variables in each life aspect based on (1) the equal 
distribution among their representative class values, and 
(2) their appearance in clusters. 

We build the decision tree models for each target with 
two kinds of input attributes: (1) all the rest of attributes 
as dependent labelled as ‘All’, and (2) only the rest of the 
attributes that appear in the clusters labelled as ‘Cluster’.  
The results in Table 1 show the details of the models for 
each target with the average performance on 10-fold CV 
experiments. We report the number of variables contained 
in the rules, the number of classification rules, and the 
misclassification rate for the classifiers.  

The relatively small misclassification rates (26 out of 32 
have < 30% misclassification) in Table 1 show that the 
models can be found that can accurately describe some of 
the data. This indicates that there are strong patterns 
within the data. The large range of required variables for 
the ‘All’ group in Table 1, and the poor misclassification 
rates in the models using only ‘Cluster’ variables (A12, 
B12, D1 and E16 in particular), indicates that the subset 
of variables from the cluster are insufficient to accurately 
describe all of the given targets. This also helps to reveal 
the nature of overlapped clusters. These results confirm 
that since respondents have very similar backgrounds 
(such as similar life style as supported by the statistical 
analysis of responses), the k-means clustering is not able 
to categorize them in distinct and disjoint classes. 
Accordingly, clustering variables alone can not be used 
for building a classifier model.  

The Figure 4 illustrates how each life aspect influences in 
building predictive models by showing the percentage of 
variables from each aspect that form the model for the 
given target. The average of the targets for each aspect is 
calculated by dividing the number of variables for the 
given aspect by the number of variables required to 
classify the target. We compare the percentage of 
variables that exist in each section (or life aspect) in the 

survey with the mean percentage of dependence for each 
aspect based on experiments.  The Figure 4 shows that 
the Learning, Emotional, and Health and Home aspects 
(B, E, F) are the most significant, as combined they 
contribute 64.49% of all classification variables.  This 
indicates that physical and emotional health combined 
with the desire to learn are the most significant factors 
when considering active ageing.  However, these aspects 
also contribute 65.24% of the total variables in the data 
set so this could be expected. It is therefore necessary to 
conduct further analysis to measure the significance of 
each life aspect.  
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Figure 4: Average Aspect Dependencies 

The Table 2 shows the analysis to indicate the aspects on 
which some targets (life aspects) rely more so that the 
variables from those aspects can be deemed important in 
determining those targets. The results in Table 2 that are 
shaded dark grey highlight results that have a 20% or 
more difference from the “Variables” row.  The 
“Variables” row shows the percentage of variables that 
exist in each life aspect in the data.  The “Mean” row 
shows the mean percentage of dependence for each aspect 
based on experiments. The highlighted results indicate 
that the target from the given aspect rely on the 
prescribed aspect more than is statistically expected. 
Therefore the variables from those aspects are quite 
important in determining those targets.  

  
Target Section Breakdown 
Section 
Average 

A (%) 
Work 

B 
Learning 

C  
Social 

D  
Spiritual 

E  
Emotional 

F 
Health & 
Home 

G  
Life 
Events 

H 
Demographics 

Variables 8.54 20.12% 6.71% 5.49% 14.63% 30.49% 5.49% 8.54% 
A 12.48% 20.76% 9.30% 5.19% 14.07% 18.46% 7.03% 12.71% 
B 10.99% 27.36% 6.20% 5.58% 19.78% 19.15% 5.38% 5.56% 
C 8.91% 23.83% 7.99% 5.08% 18.33% 25.86% 4.08% 5.93% 
D 8.84% 22.93% 8.02% 6.28% 17.58% 24.17% 4.74% 7.44% 
E 6.93% 23.11% 7.42% 6.54% 19.48% 24.23% 4.66% 7.64% 
F 8.53% 20.87% 7.32% 5.94% 15.06% 29.88% 4.75% 7.65% 
G 9.23% 23.67% 8.47% 4.71% 15.11% 26.29% 6.01% 6.50% 
H 9.13% 22.25% 6.65% 5.96% 19.55% 24.10% 4.53% 7.84% 

Mean 9.38% 23.10% 7.67% 5.66% 17.37% 24.02% 5.15% 7.66% 

Table 2: Detailed Analysis of Dependencies of Each Aspect 
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Targets from aspect A are more reliant on variables in 
aspects A, C, G, and H and less reliant on aspect F. 
Targets from aspect B are more reliant on variables in 
aspect A, B, and E and less reliant on aspects F and H.  
Targets from aspect C are more reliant on variables in 
aspect E, and less reliant on aspects G and H.  Targets 
from aspects D, E, and H are more reliant on variables in 
aspect E, and less reliant on aspect F.  Targets from 
aspect G are more reliant of variables in aspect H.    

Therefore it can be concluded that variables in E 
(Emotional) aspect are more significant, and variables in 
F (Health & Home) are less significant than any other 
aspects (according to the difference in values of 
“Variables” and “Mean” row).  Despite this it is still 
evident that aspects B, E, and F are the most important in 
this survey.  

To further investigate the dependencies of various life 
aspects and variables, we generated models to predict the 
selected target considering only the variables from each 
aspect. We compare the dependencies of each aspect in 
building the predictive models independently with the 
model that includes all variables from all aspects. The 
misclassification rates of the model based on all variables 
versus models reliant on only variables from the specified 
aspect are shown in Figure 5. 
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Figure 5: Models versus Life Aspects 

 
The figure 5 shows that every target except G6 and H4 
produces significantly more accurate models when only 
relying on variables from their respective aspect.  The G6 
and H4 targets can be accurately predicted (<= 21.4% 
misclassification) using variables from any aspect.  A 
total of 81.81% of respondents answered “No” to G6: 
“Were they involved in any childcare activities in the past 
year?” and 76.07% of respondents answered “Australia” 
to H4: “Country of Birth”.  Therefore when such a high 
percentage of respondents answered the same way it is 
highly likely that strong relationships exist between many 
variables that can explain the data.  
  
The G6 target is within 30% of accuracy of the base 
model for every aspect except aspect D, which reiterates 
the previous conclusion that G6 can be explained by 
several variables.  However, excluding G6, only B11, 
E12, and F3g have models that rely on their own aspect 
so strongly. In simpler words, only these models are 
within 30% of the accuracy of the base classifier.  
Therefore it is reasonable to assume that strong 

correlations exist within an aspect. Again ‘Learning’, 
‘Emotional’, and ‘Health and Home’ (B, E, and F) appear 
to be relied upon the most heavily. 

 
5  Analysis of Association Rules 
 
Association rule mining was performed to establish 
dependencies between various variables in certain 
selected sections without any preconditions given.  
 

No of Association Rules for the given Support 
 All Male Female 
100% 0 0 0 
90% 44 0 0 
80% 636 0 0 
70% 5,388 0 0 
60% 43,507 0 0 
50% N/A 0 64 
40% N/A 19 3,811 
30% N/A 9,288 N/A 

Table 3: Association Rules versus Support 

The results in Table 3 show the number of maximal 
association rules found for the different data sets at the 
given support requirements.  The “All data set” includes 
all of the respondents whilst the “Male and Female data 
sets” contain only male and female respondents 
respectively. The higher number of rules inferred for 
female than male shows that female respondents are in 
more agreement. Results for the Female data set with 
50% minimum support are supported by 28.3% of 
respondents, as 56.7% of respondents are female in the 
survey.  

Note that as support is lowered there is a dramatic 
increase in the number of maximal association rules 
found. It becomes infeasible after some point due to 
excessive computation efforts (e.g., at and below 50% 
support for the All data set). Therefore to find interesting 
association rules it is necessary to create meaningful 
subsets such as the Male and Female groups. 

 

Variables from various Aspects (in %) 
 At 90% support 80% 70% 60% 
A 0 0 0.2 1.7 
B 0 0 4.1 12.3 
C 0 0 0 0.3 
D 0 0 0 0 
E 0 0 0 0.02 
F 100 99.8 99.9 99.9 
G 25 58.3 72.8 77.5 
H 0 6.9 20.9 30 
Table 4: Percent of Association Rules Containing 

Variables from Various Aspects  
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The results in Table 4 show the percentage of rules that 
contain at least one variable from the specified section for 
the All data set.  Clearly section F is important as it is 
contained in over 99% of all maximal association rules 
for the given tests.  Section G is the next most important 
whist sections A, B, C and H are not as important.  
However section D has no variable, and section E has 
only one variable where 60% of respondents gave the 
same answer.  Therefore to find interesting variables 
containing sections D and E a much lower minimum 
support value is required. As stated previously though it 
is infeasible to find all maximal association rules with 
low support, and therefore specific subsets must be 
chosen to find interesting association rules within these 
sections. 

 
6. Discussion and Conclusion 
 
The Triple A project at the Queensland University of 
Technology, Brisbane, Australia incorporates a wide 
scope of issues significant to the quality of life for older 
people. With the use of the data mining techniques, this 
paper examined the inter-relationships of a wide range of 
‘work’, ‘learning’, ‘social’, ‘spiritual’, ‘emotional’, 
‘health and home’, ‘life events’ and ‘demographics’ 
variables in order to identify those that contributed most 
strongly to positive responses and could therefore be 
indicators of “Active Ageing”.  

Firstly, clustering was applied to understand the nature of 
the data set. The respondents were put together into seven 
groups according to their feeling of ‘contented’ in their 
life, physical health limitations, etc. Moreover, the 
overlapped clusters showed that variables related to the 
‘Health and Home’, ‘Learning’, ‘Social’ and ‘Emotional’ 
sections are prominent in deciding clusters of common 
characteristics. This indicates that an individual’s health, 
attitude to learning, social network support and emotional 
feelings are significant contributors to positive overall 
wellbeing which is an indicator of active ageing. The 
results of the cluster analysis indicate the need to perform 
predictive modelling on a selection of variables to 
determine whether those correlations have any meaning. 

A number of decision tree models were built to further 
explore the relationships between various variables 
targeted to certain variables. The results show that the 
subsets of variables as they appeared in clusters alone are 
insufficient to accurately describe all of the given targets. 
This emphasizes that a complex relationship exists 
between variables to describe a concept, and all the 
variables do contribute significantly.  

We also modelled several decision trees considering all 
variables to predict a number of targets chosen from each 
aspect. The analysis of number of variables appearing in 
various models shows that the ‘Learning’, ‘Emotional’, 
and ‘Health and Home’ aspects are more significant, as 
combined they contribute 64.49% of all model variables. 
Further analysis shows that ‘Emotional’ feelings are more 
significant, and ‘Health and Home’ is less significant than 
any other aspect. Factors related to ‘Learning’ are also 
significant. This was evident when we closely examined 

the trees. Majority of rules have dominance of ‘emotional 
feelings’ and ‘learning needs and interests’ in explaining 
active ageing concepts.  

Association analysis was also performed to find the rules 
of conceptualising active ageing without any 
preconditions or bias given as in predictive modelling. 
Association rules are inferred based on the rate of 
agreement in overall responses. The variables related to 
‘Health and Home’ appeared in over 99% of all rules for 
the given tests. The ‘Life Events’ information was the 
next important. This indicates that majority of 
respondents in this survey do agree on questions about 
two aspects of life, which is related to the fact that 
respondents were selected from the same database. The 
majority shared similar characteristics such as being 
comfortable financially, living with a companion, in their 
own home in a metropolitan area and being well 
educated.  

A number of lessons are learned by applying data mining 
to a sample survey data for the purpose of knowing more 
about the complex ageing process. 

• The survey data includes a homogenous population 
of respondents in terms of education and finance 
status. For more insight, we need to mix various 
populations such as those with diverse living status, 
lower education, lower financial status etc. 
Regardless, the data mining techniques were able to 
capture the essence of the data set to reflect general 
positive engagement in life. It reinforces the fact that 
the inferred patterns are as good as the data are. 

• Clustering is a good technique to understand the 
basic nature of the data set. However to understand 
the data in depth, the application of predictive 
modelling and association analysis techniques were 
required.    

• The main goal of this data mining application was to 
understand the survey data and learn if there are any 
patterns and rules exit that reflect the population. 
This emphasizes the need for good comprehensibility 
of output results, which demonstrates the reason that 
decision tree was chosen for predictive modelling. 

• Spending significant time in preprocessing, 
formulating the various subsets of problem and 
analyzing the comprehensible results were the main 
reasons for the success of the project. The data 
mining output alone is not sufficient; there were a 
large number of decision tree rules. However, a 
detailed analysis of these models resulted into a 
detailed comparison of various life aspects. So the 
analysis of the output result should get equal 
importance. 

• Data mining analysis successfully highlighted 
complex issues that intertwine and converge with the 
ageing experience, rather than in singular health or 
economic dimensions. Our results present a portrait 
of Australian older adults that is distinctly different 
from the stereotype generated by models which 
negatively portray ageing as a process of decline. 
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The identified relationships assist us to better understand 
the impact of ageing upon older Australians’ engagement 
in society and their general sense of well being. The 
identified patterns will help policy makers and service 
providers to provide services that meet the needs of older 
people in the future.  

The future research includes (1) the analysis of data with 
hierarchical clustering as many variables are strongly 
correlated and (2) the association mining analysis to shift 
from general criteria to more specific ones by regrouping 
the variables into interesting types such as 
communication technologies, TV, car driving etc. 
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Abstract

The purpose of this study is to demonstrate the bene-
fit of using common data mining techniques on survey
data where statistical analysis is routinely applied.
The statistical survey is commonly used to collect
quantitative information about an item in a popula-
tion. Statistical analysis is usually carried out on sur-
vey data to test hypothesis. We report in this paper
an application of data mining methodologies to breast
feeding survey data which have been conducted and
analysed by statisticians. The purpose of the research
is to study the factors leading to deciding whether or
not to breast feed a new born baby. Various data
mining methods are applied to the data. Feature or
variable selection is conducted to select the most dis-
criminative and least redundant features using an in-
formation theory based method and a statistical ap-
proach. Decision tree and regression approaches are
tested on classification tasks using features selected.
Risk pattern mining method is also applied to iden-
tify groups with high risk of not breast feeding. The
success of data mining in this study suggests that
using data mining approaches will be applicable to
other similar survey data. The data mining methods,
which enable a search for hypotheses, may be used as
a complementary survey data analysis tool to tradi-
tional statistical analysis.
Keywords: Data Mining, Survey Data, Features Se-
lection, Classification, Association Rule

1 Introduction

Breast feeding is acknowledged by the World Health
Organisation (WHO 2001) to be the optimal method
of infant feeding. It has been shown in past literature
to provide physical and psychological benefits to both
mother and child (Kramer & Kakuma 2003). Addi-
tionally, there is evidence to suggest that increasing
initiation of breastfeeding and breastfeeding duration
have environmental benefits, as well as economic ben-
efits, both to health care systems and individual fam-
ilies (Riodan 1997, Smith 2001, Smith et al. 2002).

It is therefore important to study the factors lead-
ing to decisions on baby feeding method. A research
team at the University of Southern Queensland has
conducted research on this issue (Hegney et al. 2003).
In the project, all mothers giving birth in the two
Toowoomba hospitals between July 10 and Novem-
ber 30 in 2001 were approached to participate in

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

the study prior to being discharged from the hospi-
tal. Mothers who decided to participate agreed to fill
out a pre-discharge questionnaire prior to discharge
or by telephone shortly after discharge. They were
then contacted via telephone at three-months and
six-months postpartum to complete follow-up sur-
veys. Of the 940 mothers eligible to participate at
discharge, 625 (67%) chose to participate. 554 (89%)
mothers were able to be contacted at the three-month
follow-up. Of the 372 mothers who were breastfeeding
at three-month follow-up, 329 (88%) mothers could
be contacted at six-month follow-up.

An extensive study has been carried out on the
data collected in the project to study the factors
which influence the decision on whether or not breast
feeding is given by mothers. In the study, detailed
uni-variate analyses were carried out to evaluate the
role of individual factors on the output variable. Lo-
gistic regression has also been applied to the prob-
lem (Hegney et al. 2003). We take an alternative data
mining approach in this paper. We apply a feature se-
lection module to select the most discriminating and
least redundant features from the original feature set.
In selecting the feature subset we do not assume any
prior domain knowledge; we let the data speak for
themselves. The features selected are then used to
train a decision tree model or logistical regression to
classify the individuals with respect to an output vari-
able. The output variable is used as the class variable
of the individual subjects. In this approach, we do not
consider features individually, rather we consider fea-
ture sets or subsets as a whole that will influence the
decision of whether breast feeding or other feeding
method will be used. We also apply a risk pattern
mining approach to identify groups of mothers who
are not likely to breast feed their babies. These rules
should be able to help to conduct a targeted education
program to promote breast feeding more effectively.

The remainder of this paper is organised as fol-
lows. Section 2 discusses the feature selection meth-
ods used as a data pre-processing step of data min-
ing. Section 3 explains two types of classification tools
used in the study. Section 4 describes the risk pat-
tern mining method. Section 5 presents main results
and discussions of the data mining application to the
breast feeding data. Section 6 concludes the paper.

2 Feature Selection

Questionnaires often incorporate a large number of
questions to capture as much information from re-
spondents as possible. It is important to do so as
there may be limited opportunities to gather this in-
formation from the respondents, so the study should
be over-inclusive rather than exclusive. However, not
all of this information is going to be useful when try-
ing to answer a particular question. Some irrelevant
or redundant features are likely to be included in the
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survey design. Therefore, feature selection becomes
an important step before the data can be properly
analysed . In the current study we consider two dif-
ferent approaches used in our feature selection pro-
cedure. One of them is a selection algorithm based
on information theory and the other is a statistical
approach (Chi-square).

2.1 Information Theory Based Feature Selec-
tion

Feature selection methodology based on information
theory is a type of filter approach (Fleuret 2004,
Wang et al. 2004). A filter approach is classifier in-
dependent, where relevance of features to the class
variable and correlation between features are studied
in order to select the most important features. The
other type of general approach is wrapper (Kohavi &
John 1997), which is classifier dependent and various
subsets of the original features are compared to iden-
tify the best option in terms of the size of feature sub-
set and classification accuracy using a classifier. For
our studies, we use the filter approach. The feature
selection method does not rely on any classifier. The
feature subset selected can then be used to do classifi-
cation with various classifiers. They can also be used
for other data mining tasks, say, clustering Jin et al.
(2005) and visualisation Jin et al. (2004).

The information theory based feature selection
method uses concepts from entropy and mutual infor-
mation (Shannon. 1948, Cover & Thomas. 1991) as a
basis for selecting discriminating and non-redundant
features. The entropy, measuring uncertainty of a
variable, is defined in Equation 1.

H(x) = −
n∑

i=1

Pxi
log Pxi

(1)

Where Pxi
is the probability of x taking the value xi.

Variable x takes n distinct mutually exclusive values.
The Mutual Information (MI) or information gain is
defined in Equation 2.

I(y;x) , IG(x | y) = H(x)−H(x | y)
= H(y)−H(y | x) = H(x) + H(y)−H(x, y)(2)

Where H(x, y) is defined by Equation 3.

H(x, y) = −
n∑

i=1

m∑
j=1

Pxi,yj log Pxi,yj (3)

We apply a feature selection algorithm FIEBIT
(Feature Inclusion and Exclusion Based on Informa-
tion Theory) (He et al. 2005), developed recently to
select the most discriminating and least redundant
features. FIEBIT uses Conditional Mutual Infor-
mation (CMI) while excluding irrelevant and redun-
dant features according to the comparison among In-
dividual Symmetrical Uncertainty (ISU) and Com-
bined Symmetrical Uncertainty (CSU). The Condi-
tional Mutual Information of y, xn given xm can be
defined as:

I(y;xn|xm) = H(y | xn)−H(y | xn, xm)
= H(y, xm)−H(xm)
= −H(y, xn, xm) + H(xn, xm) (4)

Furthermore, if we normalise mutual information,
we may introduce some symmetric measures. For ex-
ample, following Yu & Liu (2004), we may use Indi-
vidual Symmetric Uncertainty (ISU) to describe the
correlation between a feature x and class variable y.

Basically, it is the mutual information (or information
gain) between two variables normalised by the sum of
their individual entropy.

ISU(x; y) = 2
I(y;x)

H(x) + H(y)
. (5)

The ISU compensates for mutual information bias to-
ward features with more values and restricts its values
to the range [0,1]. In addition, it still treats a pair of
features symmetrically.

Similar to the ISU, we can treat feature xj ×xi as
the domain xj,i to define Combined Symmetric Un-
certainty (CSU) with respect to class variable y.

CSU(xj , xi; y) = 2
I(y;xj , xi)

H(xj , xi) + H(y)
. (6)

The feature selection method uses Conditional
Mutual Information Maximisation (CMIM) intro-
duced by (Fleuret 2004, Wang et al. 2004) to select
the (k + 1)th feature based on Equation 7 when k
features have been selected.

f(k + 1) = arg max
n

( min
1≤l≤k

I(y;xn | xf(l))) (7)

The process continues until the desired number of fea-
tures are selected.

Feature Inclusion and Exclusion Based on Infor-
mation Theory (FIEBIT) chooses the features with
the highest minimum conditional mutual information
of the features not selected-so-far. If k features have
already been selected, Equation 7 selects the (k+1)th

feature.
After each new feature is selected, FIEBIT ex-

cludes the redundant features using ISU criteria Yu &
Liu (2004). The candidate set then becomes smaller
for each step. FIEBIT can therefore efficiently select a
near-optimal feature subset without pre-defining the
number of features to be selected. The detail of the
algorithm implementing FIEBIT can be found in (He
et al. 2005).

2.2 Statistical Approach in Feature Selection

We compare our data mining approach to a statistical
approach which uses the Chi-square test for selecting
the features (Yang & Pedersen 1997). The χ2 defined
by Equation 8 quantitatively measures the relevance
of a condition to the outcome.

χ2 =
n∑

i=1

(Ei −Oi)2

Ei
(8)

where Oi is the ith actual value while Ei is its ex-
pected value. It takes value 0 if the feature has no
effect whatsoever on the outcome, which is commonly
called the null hypothesis in statistics. In other words,
the output variable is independent of the input vari-
able. A large χ2 value implies a great importance in
deciding the value of the output variable by the vari-
able. Therefore, we select the variables which have
high χ2 values with the output variable. In order
to overcome the bias of the population selection, we
calculate the p-values which indicates the statistical
significance of the χ2 value.

Chi-square is a test of statistical significance for
bi-variate tabular analysis. We use the following two
criteria to select nf features to form a selected feature
subset. nf is a user predefined number.

1. The P value is lower than 0.05.
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2. Top nf features in the list sorted by χ2 in de-
scending order.

The second criterion selects the features unlikely
to be independent to the output variable. The first
condition guarantees the result to be statistically sig-
nificant at the level 0.05.

3 Classification

Classification is one of the most popular data mining
tasks. It aims to classify subjects automatically by
labelling each subject as a class index. All subjects
are then divided into distinct classes. For example, in
the breast feeding survey data we can use a feature
indicating that the mother chooses to breast feed her
baby or not as the class variable. The objective of
classification is to predict the class variable using de-
scriptive variables automatically. In order to classify
automatically, a reliable model needs to be created.
There is a learning process to train the model to per-
form the classification task.

There are generally two types of learning systems
for training the model. Supervised learning uses
training samples to optimise the parameters in the
training model. Unsupervised learning automatically
divides the subjects into various classes in such a way
that the subjects belonging to the same class are sim-
ilar to each other and subjects belonging to differ-
ent classes are dissimilar. Supervised learning is the
most popular approach in classification when study
samples are available. It is therefore applied in the
current study. Classification models may suffer from
the over-fitting problem. The model may achieve very
high accuracy on the training samples, however, it
may perform poorly on generalisation. Therefore, we
need some kind of validation method to test its gen-
eralisation accuracy. We use leave-one-out as a val-
idation method. In the leave-one-out approach we
use one data record in turn as the test data. All the
other data records are used to train the classification
model. The trained model is then applied to the sin-
gle subject, which is not used in the training process.
In general, there will be some correctly and wrongly
classified subjects after N runs. The average error
rates are then calculated on N runs (N is the total
number of data records).

3.1 Decision Tree

Decision tree is a popular supervised learning method
used in data mining. Decision tree describes a tree
structure wherein leaves represent classifications and
branches represent conjunctions of features that lead
to those classifications. It is easy to visualise a de-
cision tree. It has advantages over other so called
black box classification tool, such as neural network,
for having more explanatory power. It not only gives
the decision on the classification but also presents the
reasoning behind the decision. In our breast feeding
data application, output variable y is a categorical
variable. The decision is made by a classification tree
rather than a regression tree where y takes continu-
ous values. As mentioned above, we use the output
variable as a class variable. The selected subset of
features are used as input variables. We use the bi-
nary variable “M3FEEDAT” (Any breast feeding at 3
months postpartum”) as a class variable. It takes two
possible values; “Breast Feeding” and “Not Breast
Feeding”.

We use the commonly used C4.5 (Quinlan 1993)
software to train and validate our model. C4.5 cre-
ates pruned and un-pruned decision trees based on
the training data set. The decision trees are then

used to predict the class of test data. The attractive-
ness of the decision model is judged by its prediction
accuracy on the test data.

3.2 Generalised Linear Model

We compare decision tree model with the commonly
used statistical approach logistic regression. In logis-
tic regression, the dependent variable is a logit, which
is the natural log of the odds.

logit(P ) = ln(
P

1− P
) = a + bX (9)

The log odds (logit) is assumed to be linearly related
to X, where X is short notation for all input vari-
ables used in the model. We use the freely available
statistical package R to perform the generalised lin-
ear modeling. What makes our study different from
traditional statistical approaches is that we do not
use all data records in our training. Instead, we use
data mining methodology to test the accuracy of the
generalised linear model. As mentioned previously,
we divide the data set into training and test data
sets. The training data set is used to train all the
parameters in Equation 9. The test data set tests the
generalisability of the model.

4 Risk Pattern Mining (RPM)

Risk pattern mining (Li et al. (2005), Gu et al. (2003))
deals with data consisting of two unbalanced classes.
The minor class (usually the high risk class) is the pri-
mary study group. Unlike the classification method,
risk pattern mining is not used to build classifiers, but
to generate an optimal risk pattern set. A pattern
is excluded from the optimal risk pattern set when
its relative risk is lower than a simpler pattern with
fewer variables in it. Therefore, the optimal pattern
set does not give highly accurate prediction, but in-
dicates all interesting cohorts that are more likely to
belong to the high risk class. In our risk pattern min-
ing approach, the targeted class of the study is the
mothers who do not breast feed their babies. RPM
enables us to identify mothers with certain charac-
teristics, leading to a high risk of not breast feeding
their babies. Bi-variate analysis certainly helps to
identify the single characteristic, which may lead to
the baby feeding method decision. This has been done
extensively by an earlier study (Hegney et al. 2003).
The risk pattern mining method can find the factors
associated with not only a single variable alone but
also a combination of factors. The combination of
these factors leads to the decision of not breast feed-
ing their babies. Therefore, the risk pattern mining
approach may complement the statistical approach.
The risk pattern mining method also has the advan-
tage of identifying the group automatically from avail-
able data alone. It does not assume any prior knowl-
edge on what may pose a high risk. It allows the
data to speak for themselves. The main interest of
this study is in finding groups of higher occurrences
of mothers not breast feeding their babies than the
average. These mothers are classified as class C (tar-
get class). The other class is called class C. We define
the support of A, supp(A), as the number of subjects
satisfying the condition A. We can represent the pop-
ulation by contingency table 1.

The Risk Ratio (RR) values for Class C is defined
as ratio of cross products of terms in Table 1 or ex-
pressed as follows.

RR(A → C) =
supp(A → C)

supp(A)
/
supp(A → C)

supp(A)
(10)
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Table 1: Contingency Table
C C Total

A supp(A → C) supp(A → C) supp(A)
A supp(A → C) supp(A → C) supp(A)

Total supp(C) supp(C)

RR specifies how many times more likely the sub-
jects satisfying pattern A and belonging to the tar-
get class are than others. Its 95% Confidence Interval
(CI) can be calculated by Equation 11 (Fleiss (1981)).

I(A → C) = RR(A → C)±
supp(A→C)supp(A→C)−supp(A→C)supp(A→C))√

supp(C)supp(C)supp(A)supp(A)
. (11)

5 Results and Discussion

We use the feature “M3FEEDAT” (Type of feeding at
3 months postpartum) as the output variable. There
are 53 descriptive variables and 498 subjects. The
purpose of the data mining is to decide the factors
influencing the decision on feeding method.

5.1 Feature Selection and Classification

FIEBIT and Chi-square methods are applied in the
feature selection step. C4.5 and logistic regression are
used as classification models for data with features
selected by a feature selection module. In logistic re-
gression, the functions provided in R package is used
to establish and apply the model in deciding the clas-
sification. We use leave-one-out as the testing method
to decide the accuracy of the models. The classifica-
tion accuracies on training and test data are listed in
Table 2.

The results of logistic regression using all features
are not available due to the restrictions of the soft-
ware. From the decision tree analysis, the following
branch covers 123 subjects, of which 106 are breast
feeders. Only 7 are not breast feeders.

Q3.9.11 (Breast Feeding is convenient) =Yes
Q3.9.1 (My mother breastfed) =Yes
Q3.9.14 (I do not want to have to mix

formula/sterilize bottles) =Yes

It is likely that these factors are important in deciding
the feeding method.

The following observations can be made out of the
results of various feature selection and classification
methods.

• Classification accuracy is improved by using a
kind of feature selection as a data preprocess-
ing step. The use of the whole feature set leads
to high classification accuracy on training data,
but low accuracy on test data. This implies the
over-fitting problem associated with irrelevant or
redundant features included.

• Feature subsets selected by the information the-
ory based method lead to a bit higher classifica-
tion accuracy on test data than that selected by
the Chi-square method. More experiments, say
using an n-fold cross-validation, may help draw a
sound conclusion, which are left as future work.

• The highest classification accuracy on test data
is achieved by using FIEBIT as the feature se-
lection method followed by C4.5 as the classifier.
The generalisation accuracy is 77.91%. The ac-
curacy on training data is only slightly higher

(80.94%) than that of the test data. This indi-
cates that the over training problem is largely
overcome by selecting a good feature subset.

• A decision tree can be used as a feature selection
method since it can be applied to the original
data set. However, features selected by decision
trees are not as good as FIEBIT and ChiSQ on
this data set since the accuracy on the test data
set is lower. More experiments may help draw a
sound conclusion. For example, we may impose
some sort of regularisation on the classification
models (ridge regression or something similar in
the logistic regression, or more aggressive prun-
ing of the decision tree) which would be likely to
lead to nice results too. This is left as a future
work direction.

5.2 Risk Pattern Mining

The rules identified by the algorithm can find the co-
hort with high risk ratio of not breast feeding. We
use 8 features selected by FIEBIT in the following
example.

Results of simple rules with one or two variables
from Risk Pattern Mining (RPM) can be also found
by statistical analysis, and both findings agree. How-
ever, in a statistical approach it is difficult to explore
interactions of three or more variables systematically
whereas RPM method can. The following rules are
some cohorts that are overlooked by the previous sta-
tistical analysis.

Rule 1
Q3.9.13 (I enjoy breast feeding) = No
Q3.9.14 (I do not want to have to

mix formula/sterilize
bottles) = No

FEEDDECI (At what time did the
mother make the decision
about feeding method) = Late

in pregnancy/after baby
born/still deciding

Cohort size = 11
Contingency table

not breast breast
feeding feeding

pattern 10 1
non-pattern 119 368

Length = 3, RR = 3.72± 0.22
There are a total of 11 subjects in the cohort, 10

of them are not breast feeding. The subjects in the
cohort are 3.72 times more likely not to be breast
feeding than the subjects not satisfying the rule.

Rule 2
Q3.9.11 (Breastfeeding is more

convenient) = Yes
Q3.9.1 (My mother breastfed) = No
MOAGEREC (Mother’s age) = Under 25
Q3.9.13 (I enjoy breast

feeding) = No
Q3.9.14 (I do not want to have

to mix formula/sterilize
bottles) = No

Q3.8.1 (general anaesthetic) = No
Cohort size = 8

Contingency table
not breast breast
feeding feeding

pattern 7 1
non-pattern 122 368

Length = 6, RR = 3.51± 0.18
There are total 8 subjects in the cohort, 7 of them

are not breast feeding. The subjects in the cohort are
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Table 2: Prediction accuracies of various feature selection and classification methods
Feature Number of Classification Accuracy(%) Accuracy(%)
Selection Features Method Training Testing

FIEBIT 8 C4.5 80.94 77.91
FIEBIT 8 LogReg 77.70 76.49
None 53 C4.5 87.70 71.66
None 53 LogReg NA NA
ChiSQ 11 C4.5 81.97 75.05
ChiSQ 11 LogReg 77.58 76.20

3.51 times more likely not to be breast feeding than
the the subjects not satisfying the rule.

Rule 3
Q3.9.11 (Breastfeeding is more

convenient) = no
MOAGEREC (Mother’s age) = 25-30
Q3.9.14 (I do not want to have

to mix formula/sterilize
bottles) = no

FEEDDECI (At what time did the
mother make the
decision about feeding
method) = Before

pregnancy
Cohort size = 18

Contingency table
not breast breast
feeding feeding

pattern 14 4
non-pattern 115 365

Length = 4, RR = 3.25± 0.23
There are total 18 subjects in the cohort, 14 of

them are not breast feeding. The subjects in the co-
hort are 3.25 times more likely not to be breast feed-
ing than the subjects not satisfying the rule.

These results show that the risk pattern mining
method enables us to identify a cohort of mothers
who are more likely not to breast feed their babies.
This will enable us to conduct a focused education
program on a targeted group of mothers to increase
the rate of breast feeding. For example, based on rule
2, the cohort identified are 3.51 times more likely not
to breast feed their babies. We should therefore target
the young mothers (under 25) whose mother did not
breast feed their babies. Specific information can be
provided to address the concerns of each cohort.

6 Conclusions

Data mining aims at extracting novel, valuable and
actionable knowledge from a database. In this study,
we attempt to use data mining techniques on a survey
data set, rather than traditional statistical analyses.
We claim that the application of data mining methods
may extract knowledge that statistical analysis may
find difficult to identify, say, logistic regression for
all the variables. As a complementary approach to
statistical analysis, data mining methods can be used
as a viable tool in survey data analysis.

1. Feature selection is an important step in data
preprocessing as it enables irrelevant and redun-
dant features to be eliminated. It substantially
reduced the data dimensions for modelling. It
not only makes the modelling procedure more
efficient but also improves the accuracy of the
model developed by data mining or statistical
methods.

2. The feature selection process followed by a classi-
fication module is able to build a classifier which
classifies the data on whether or not the breast
feeding method is selected automatically with

reasonable accuracy. The classification accuracy
using properly selected feature subsets reached
over 75% on test data. This implies that when
we apply the model to a new subject (a mother),
we can predict her likelihood of breast feeding or
not with reasonable confidence. We can there-
fore take proper measures to provide education
surrounding this prediction.

3. Risk pattern mining is able to discover a number
of rules which identify groups of patients with a
high risk of not beast feeding. The knowledge
discovered by risk pattern mining may be used
by doctors or nurses to assess the risk associated
with a new mother based on her characteristics.
A real world application is expectable by using
the information discovered by risk pattern min-
ing. For example, we may use a graphic inter-
face McAullay et al. (2005), Chen et al. (2005),
to enable medical practitioners to gain knowl-
edge effectively based on the risk patterns mined,
which is left as future work. A proper targeted
education or other measures may then be taken.

4. The application of various data mining methods
to breast feeding survey data helps to discover
knowledge and the understanding of the deci-
sions made by mothers. It complements and en-
hances the statistical analysis. Statistical analy-
sis is powerful in hypothesis testing. Data mining
methods, on the other hand, help in hypothesis
generating Jin et al. (2006) It generates decision
trees, rule sets etc. automatically without as-
suming any prior knowledge. The knowledge dis-
covered becomes more comprehensive when both
statistical analysis and data mining methods are
applied to the same data set.
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Abstract

We describe the use of a kernel–based approach us-
ing the Laplacian matrix to visualize an integrated
Chronic Fatigue Syndrome dataset comprising symp-
tom and fatigue questionnaire and patient classifica-
tion data, complete blood evaluation data and pa-
tient gene expression profiles. We present visualiza-
tions of the individual and integrated datasets with
the linear and Gaussian kernel functions. An effi-
cient approach inspired by computational linguistics
for constructing a linear kernel matrix for the gene
expression data is described. Visualizations of the
questionnaire data show a cluster of non–fatigued in-
dividuals distinct from those suffering from Chronic
Fatigue Syndrome that supports the fact that diag-
nosis is generally made using this kind of data. Clus-
ters unrelated to patient classes were found in the
gene expression data. Structure from the gene expres-
sion dataset dominated visualizations of integrated
datasets that included gene expression data.
Keywords: kernel–based visualization, Laplacian ma-
trix, data integration, biomedical datasets.

1 Introduction

Chronic Fatigue Syndrome (CFS) (Afari & Buchwald
2003) is an illness with a primary symptom of de-
bilitating fatigue over a six month period. Cur-
rently diagnosis of CFS is generally made by clini-
cal assessment of symptoms using a number of ques-
tionnaires or surveys measuring functional impair-
ment, quantifiable measurements of fatigue and oc-
currence, duration and severity of the symptoms
(Reeves et al. 2005). One goal of current research is
to derive a definition of the syndrome, which goes be-
yond a clinical assessment of symptoms to an empir-
ical diagnosis founded on measurements such a gene
expression profiles. The motivation for this kind of re-
search is to gain a clearer understanding of the illness
and to find empirical guidelines for its diagnosis.

The question we examine in this paper is whether
data visualization methods, specifically a method
based on the eigenvectors of the Laplacian matrix
(Shawe-Taylor & Cristianini 2004), can be used to
discover patterns in biomedical datasets associated
with CFS patients. Also, because there are several
datasets from different sources, we are interested in
creating integrated datasets and visualizing the com-
bined data.
Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

In the biomedical domain it is commonplace for
data to be generated by high–throughput technol-
ogy. One example is microarray technology (Baldi
& Hatfield 2002) which generates gene expression
profiles that simultaneously measure the level of ex-
pression of thousands of genes in biological samples.
In general, biomedical datasets derived from high–
throughput technology are described by a small num-
ber of samples (patients) and a large number of fea-
tures or attributes (i.e. genes) per sample. This re-
sults in what is often referred to the ‘curse of di-
mensionality’ which makes building classifiers trou-
blesome. For analysis of this type of data, algorithms
are often applied to select features from the data to re-
duce its dimensionality. As a first step towards work-
ing to building classifiers for this kind of data, we
initially just visualize it and look for patterns in the
dataset.

In our case the data is represented by different
datasets and kinds of measurements including ques-
tionnaires, complete blood evaluations and gene ex-
pression data so we also create integrated datasets by
combining the individual datasets.

We apply a kernel based method to visualize
the individual and combined datasets. The method
(Shawe-Taylor & Cristianini 2004) we use is similar to
kernel PCA (kPCA). Kernel PCA is kernel–based ex-
tension of the well known Principal Component Anal-
ysis (PCA) algorithm (Haykin 1999) and is used to
reduce the dimensionality of datasets in a principled
way. PCA forms a new dataset where each attribute
is a linear combination of attributes from the original
dataset. When the dataset is reduced to two or three
dimensions it can be graphed and this allows PCA
and kPCA to be used to visualize the data. Kernel
PCA differs from PCA in that the data is transformed
using a kernel function before the new attributes are
derived. The benefit of doing this is that the at-
tributes are not limited to being linear combinations
of the original attributes and can therefore “see” non-
linear relationships in the original data. Also, using
a kernel function allows visualization of non–vectorial
data. We use a method based on kPCA but it differs
in that whilst kPCA uses eigenvectors of the kernel
matrix, the method we employ uses eigenvectors of
a slightly different matrix: the Laplacian matrix. A
similar approach to clustering of text with Laplacian
matrices in done in (Li, Ng & Lim 2004). That ap-
proach, however, did not apply kernel functions to the
data.

In section 2 we describe the datasets used for this
study and the preprocessing steps applied to the data.
Next, in section 3 we describe in detail the data min-
ing and visualization approach used to identify po-
tential patterns in the CFS datasets. In section 4 we
present and results of applying the kernel based vi-
sualization method to the datasets. In section 5 we
discuss these results and describe future directions for
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the research. Finally, in section 6 we summarize the
paper.

2 Data

In this section we describe in detail the datasets used
and the preprocessing steps applied.

We used publicly available data generated as the
2006 Critical Assessment of Microarray Data Anal-
ysis (CAMDA 2006) competition datasets (CDC
Chronic Fatigue Syndrome Research Group 2005).
The data consists of separate datasets for patients
linked by a patient identifier (“ABTID”). There were
datasets with (i) survey results from fatigue and
symptom questionnaires; (ii) complete blood evalu-
ations; (iii) gene expression profiles; (iv) single nu-
cleotide polymorphism (SNP) data; and (v) pro-
teomics data.

The sources of data used in this study are sig-
nificant because they cover the full biological spec-
trum from genotype through to phenotype. That is,
ranging from data concerning genes through to data
about their expression in the body in the form of pro-
teins. The researchers who generated the data for the
CAMDA competition hypothesize that the gene ex-
pression profile data will allow identification of “prog-
nostic indicators” or biomarkers for diagnosis of CFS
(National Center for Infectious Diseases 2005). As
mentioned above, CFS is currently diagnosed using
symptom questionnaires, so identification of biomark-
ers is potentially very significant. The analysis in this
paper explores this hypothesis.

The SNP and proteomics datasets were not ana-
lyzed in this study. Analysis of the SNP and pro-
teomics data is straightforward with our methods but
will be analyzed in future studies. The SNP and pro-
teomics data will not be mentioned further in this
paper.

Data was integrated between the three datasets
used in the study simply by linking of records us-
ing the patient identifier i.e. ABTID. Not all patients
have data in each of these datasets. In cases where
data was not available across the integrated dataset
(e.g. when linking the gene expression and blood work
datasets) we omitted the patients affected. This was
acceptable in our situation because, as individuals in
the gene expression data are a subset of patients in
the clinical datasets, there was considerable overlap
between the datasets and not many patients were lost.

Patients were classified into a number of cate-
gories which we grouped into three different classes:
(i) those classified by physicians as suffering from
Chronic Fatigue Syndrome (CFS); (ii) those classi-
fied as suffering from symptoms associated with CFS
but with insufficient severity to be classified as CFS
(IFS); and (iii) non fatigued individuals (NF).

In the following subsections we describe each
dataset in more detail.

2.0.1 Clinical Datasets: Illness Classification
and Complete Blood Work

The clinical data comprised two datasets: (i) an Ill-
ness Classification and Symptoms dataset consist-
ing of information about patient symptoms and fa-
tigue and (ii) evaluation of blood samples taken from
patients. Each individual indicated with a patient
identifier (“ABTID”) has a record in both of these
datasets. There were 139 CFS/ISF patients and 73
NF individuals.

The “Illness Classification SF36 MFI and Symp-
toms” (illness) dataset is generated based on sur-
vey results for the above mentioned patients (CDC
Chronic Fatigue Syndrome Research Group 2005).

The dataset includes (i) attributes that describe the
general information of the patient like sex, date of
birth, race, and ethnicity; (ii) the Medical Outcomes
Survey Short Form–36 (SF–36) (Ware & Sherbourne
1992), as a measurement criteria for functional im-
pairment, such as physical function, role emotional,
and mental health; (iii) Multidimensional Fatigue In-
ventory (MFI) (Smets, Garssen, Bonke & DeHaes
1995), to obtain reproducible quantifiable measures
of fatigue including “General Fatigue”, “Physical Fa-
tigue”, “Active Reduction” and “Mental Fatigue”;
and (iv) the CDC Symptom Inventory (Wagner,
Nisenbaum, Heim, Jones, Unger & Reeves 2005) to
document the occurrence, duration and severity of the
symptom complex including attributes such as “Sore
Throat”, “Tender Nodes”, “Muscle Pain, and De-
pression”. The “Complete Blood Evaluation” dataset
(blood) contained measurements of components of in-
dividual’s blood as well as flags for when these mea-
sures were out of normal range.

2.0.2 Gene Expression Datasets

Microarray technology allows the high throughput
analysis of global gene expression within a biolog-
ical specimen. Gene expression measurements are
made simultaneously for many thousands of genes.
The gene expression profile of diseased cells may re-
flect the unique genetic alterations present and has
been shown to be predictive of clinical and biologi-
cal characteristics of illness for many diseases (Baldi
& Hatfield 2002). A major issue in these data is
the unreliable variance estimation, complicated by
the intensity–dependent technology–specific variance
(Weng, Dai, Zhan, He, Stepaniants & Bassett 2006).
Below we describe our approach to normalizing this
data. The gene expression profiles used in this study
measured the level of expression of genes in blood
samples from patients.

Data collected was for a subset of individuals: 118
CFS/ISF patients and 53 NF individuals. Generally
there is one gene expression profile for each of these
patients. A few individuals had more than one sam-
ple. The gene expression profile for a sample contains
data for around ten thousand genes and data for each
gene comprised around 15 attributes.

2.0.3 Preprocessing of the Clinical datasets

Most of the attributes in the questionnaire and blood
evaluation datasets were used without much prepro-
cessing.

Some attributes of the “illness” dataset, the clin-
ical dataset containing the patient’s answers to the
illness questionnaires, are omitted because they are
(i) skewed with almost all individuals having the same
attribute value, (ii) not deemed useful for the data
mining effort, or (iii) are calculated by the original re-
searchers and would bias our efforts. The attributes
concerned are “DOB”, “intake classific”, “cluster”,
“onset”, “yrs ill”, “race” and “ethnic”. The depen-
dent variable “Empiric” is used as the patient class
and patient subtypes are combined to make three
classes CFS, ISF and NF.

In the blood evaluation dataset, we add a copy of
the “Empiric” attribute so that the dataset has the
patient class.

All attributes of the clinical datasets apart from
the patient class “Empiric” were converted to numeric
values as the kernel visualisation method employed re-
quires strictly numeric data. Binary attributes were
converted to -1 and +1 for “false” and “true” respec-
tively. Similarly, in the questionnaire dataset, cate-
gorical data values such as “mild”, “moderate” and
“severe” were coded to 1, 2 and 3 respectively.
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Missing values were universally converted to 0.
This is consistent with the coding scheme used for
binary and categorical attributes. Coding of missing
values to 0 is appropriate for kernel based schemes
because the value 0 does not adversely effect the dot
products used to build kernels. Missing values were
very infrequent in the dataset and we believe that this
simple approach to dealing with them is effective.

Data items in both clinical datasets were centred
by subtracting the mean and attributes were normal-
ized.

2.0.4 Preprocessing of the Gene Expression
data

Data for each gene comprised a spot label (the name
of the gene) and several measurements describing the
level of expression of the gene as well as quality con-
trol indications of the expression measurement. We
extracted the “Spot labels”, “ARM Dens — Levels”,
“MAD — Levels” and “SD — Levels” fields. We dis-
carded the other fields. The three statistical mea-
sures of gene expression are normalized over all arrays
(samples) and patients by multiplying values with the
average value of every gene over all arrays divided by
the average value of every gene over the individual
array.

Data for each sample was in a separate text file
with filename indicative of the identifier of the patient
sampled. The data for all samples was concatenated
into a single gene expression file and with the patient
identifier as the initial field. Additionally, the patient
class “Empiric” was associated with the gene expres-
sion data through linking with the patient identifier
although it was not added as an attribute to the large
concatenated file.

3 Approach

The approach we have used is to visualize patients in
the datasets with a kernel–based visualization method
and to look for interesting features in the visualiza-
tion. As shown in Fig. 1, we visualize each of the
datasets (i.e. illness, blood and gene expression) in
isolation, in integrated pairs (i.e. illness and blood,
illness and gene, and blood and gene) and finally the
integrated triplet.

As we mentioned above, the integration between
datasets is done using the patient identifier. The pa-
tient class (CFS, ISF or NF) is excluded from the at-
tributes used in the visualization because this is what
we want to see in the visualization. However, each pa-
tient class is plotted with a different symbol and color
in the visualization. If patients of the same class are
grouped together in a visualization, this lends sup-
port to the claim that there is a relationship in the
dataset. This potential relationship can be investi-
gated in future work.

3.1 Kernel–based Visualization Approach

The approach we use is related to the kernel–based
extension to Principal Component Analysis (PCA)
(Haykin 1999). Principal Component Analysis is a
well established method that transforms a dataset
into a different coordinate system. The transforma-
tion is essentially a rotation of the dataset. The co-
ordinates of the transformed dataset (called princi-
pal components) are orthogonal linear combinations
of the original coordinates. The principal components
are ordered in descending order by the amount of vari-
ance they explain in the data. Often much of the vari-
ance in the dataset can be explained by many fewer
coordinates than in the original dataset (e.g. less than
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Figure 1: Approach used to visualize the individual
and integrated CFS datasets.

ten). This fact means that PCA is often used for com-
pression of data or feature selection. It also facilitates
visualization of datasets by plotting the first two or
three principal components of the dataset. However,
as principal components are linear combinations of
the original dataset, PCA has the limitation that it
can only model linear relationships in the data.

There have been several approaches to extending
PCA to handle nonlinear relationships. One approach
is kernel PCA (kPCA) ((Müller, Mika, Rätsch, Tsuda
& Schölkopf 2001), (Haykin 1999) or (Shawe-Taylor
& Cristianini 2004)) which transforms the dataset X
into a feature space using a kernel function κ before
the PCA is done. Kernel PCA returns the princi-
pal components of data items in the feature space. It
takes as input a Gram kernel matrix K which is a rep-
resentation of the original dataset transformed with
the kernel function. Each element Kij of the kernel
matrix is defined as

Kij = κ(xi, xj) = 〈φ(xi), φ(xj)〉 (1)

where xi and xj are the data items, φ(xi) is the trans-
formation of xi into the “feature” space and 〈·, ·〉 is
the dot product operator. Generally it is not neces-
sary to compute φ(xi) explicitly. Instead, K is com-
puted directly from the dataset. This is called the
“kernel trick” and it means that the feature space
can be very large without making generation of K in-
efficient. It also means that non–vectorial data types
can be handled using special kernels such as string
kernels (e.g. (Leslie, Kuang & Eskin 2004)).

Two commonly used kernel functions are the linear
kernel and the Gaussian kernel. The linear kernel is
defined as

κ(xi, xj) = 〈xi, xj〉 (2)

and is simply the dot product of the two data items.
The Gaussian kernel explicitly considers the distance
between data items and is defined as

κ(xi, xj) = exp
(
−‖xi − xj‖2

2σ2

)
(3)

where σ is a control parameter.
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Finding the principal components in kPCA
amounts to deriving the eigenvalues and eigenvectors
of the kernel matrix K. Shawe–Taylor and Cristian-
ini describe another technique in (2004) that they say
more explicitly controls the correlation between the
points in the original and feature spaces. The tech-
nique is essentially the same as kPCA except that
it uses (non–zero) eigenvalues and matching eigen-
vectors of the Laplacian matrix L(K) of the kernel
matrix instead of the kernel matrix. The Laplacian
matrix is defined as

L(K) = D − K (4)

where D is the diagonal matrix with entries

Dii =
l∑

j=1

Kij (5)

where l is the size of the kernel matrix.
In this study, we employ this last method using the

Laplacian matrix to identify the first three principal
components of datasets for visualization. We examine
the data using both the linear kernel in (2) and the
Gaussian kernel in (3).

3.2 Applying Kernel–based Visualization to
the CFS data

Application of the kernel–based visualization scheme
to our datasets was, in general, fairly straightforward.
As described above, the method requires a kernel ma-
trix representing the dataset to be visualized.

We used the linear kernel and the Gaussian ker-
nel to make kernel matrices for the clinical datasets
(illness and blood) both individually and in the inte-
grated pair. Due to its large size, application of a ker-
nel function to the gene expression dataset required
a special approach similar to that used in computa-
tional linguistics.

Each row of the gene expression dataset represents
an individual gene measurement for a particular mi-
croarray (for each patient). The straightforward ap-
proach of calculating the linear kernel matrix is to
concatenate the rows of the gene expression dataset
into a matrix consisting of one row for each array with
a set of attribute values for each spot label (“ARM
Dens - Levels”, “MAD - Levels” and “SD - Levels”)
then to calculate the linear kernel by multiplying the
matrix with its transpose.

Clearly this approach is impractical in our situ-
ation because of the large number of genes on each
of the arrays. A more efficient approach, motivated
by computational linguistics (see, for example, the
description of generating the vector–space kernel in
(Shawe-Taylor & Cristianini 2004)), for direct com-
putation of the linear kernel matrix from the gene
expression data is more appropriate.

The kernel value for two samples (i.e. microarrays)
is calculated from sorted lists of genes (spot labels)
associated with each array. The kernel value is calcu-
lated as the sum of the product of the attribute values
for genes matching in both lists.

Computation of the linear kernel for the integrated
datasets (of gene expression combined with illness
and/or blood) is trivial. The linear kernel for the in-
tegrated dataset is simply the sum of the linear kernel
matrices for the individual datasets.

Unfortunately this simple method of computing
the linear kernel for the integrated datasets does not
apply for the Gaussian kernel. In this case it is nec-
essary to have the entire data vector. Since we never
compute the data vector for the gene expression data

(it is too large), we are unable to easily use the Gaus-
sian kernel for the gene expression dataset or any inte-
grated dataset containing the gene expression dataset.

4 Results

4.1 Visualization of individual datasets

We visualise each dataset individually. Figure 2 shows
visualizations of the illness dataset. That is, the
dataset containing patient’s answers to the fatigue
and symptom questionnaires. Figure 2a shows a vi-
sualization of the dataset with the linear kernel and
Fig. 2b shows a visualization with the Gaussian ker-
nel. The σ parameter of the Gaussian kernel was set
to 100 in this case. We examined other settings for
this parameter, but the value 100 gave the clearest
images. As can be seen clearly in both figures, the
NF individuals cluster together on the left hand side,
with the ISF in the middle and the CFS patients on
the right. These pleasing results are expected, as the
data in this dataset is used to make the patient classi-
fications. For the illness dataset, there is not a great
deal of difference between the visualization with the
linear kernel and with the Gaussian kernel.

We investigated some of the patients marked as
ISF that clustered with the NF individuals on the
left. Patients in the dataset are actually classified
with two different schemes. When we examine some
of the patients that appeared to cluster incorrectly,
they are classified correctly using the other scheme.

Figure 3 shows a visualization with the linear ker-
nel of the complete blood evaluation dataset. In
Fig. 4 we present visualizations of the same dataset
using the Gaussian kernel. As with the illness dataset
above, we tried different values for the σ parameter
of the Gaussian kernel but found that the value of
100 produced the best images. Fig. 4a plots the first
two principal components of the projection of the
data in feature space and Fig. 4b shows the three–
dimensional view. In both the linear and Gaussian vi-
sualizations of the complete blood evaluation dataset
there are no clear groupings of patient classes into dis-
tinct or separable regions. This suggests to us that
there are no simple “biomarkers” in the blood eval-
uation dataset associated with CFS. In Fig. 4a there
are some small groupings of CF patients particularly
five clustered in the center of the diagram that may
warrant further investigation.

Finally, in Fig. 5 we present visualizations using
the linear kernel for the gene expression dataset. Fig-
ure 5a shows the two–dimensional plot with the first
two principal components and Fig. 5b gives the three–
dimensional view. Three fairly distinct clusters of
patients can be seen. However, these are not natu-
rally associated with the classes of patient, although
the top right grouping in Fig. 5a contains the least
number of CF patients compared the NF individuals.
The same clusters are visible in the three–dimensional
plot. Although not clearly shown in the diagram
(Fig. 5b), these clusters are mostly embedded in a
plane with only a few data points extending further
along the pc3 axis. Although the clusters do not
seem to be associated with the classes of patient, it
would be interesting to further investigate relation-
ships within the clusters.

4.2 Visualization of Integrated datasets

In this section we investigate patterns in the in-
tegrated datasets. First we look at the pairs of
datasets. Then we examine the combination of all
three datasets. We visualise the integrated datasets
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a) b)

Figure 2: Kernel visualization of illness classification (questionnaire) dataset. a) linear kernel. b) Gaussian
kernel with σ = 100. Axes in both graphs are the first three principal components. + = NF individuals, � =
ISF patients and � = CF patients.

Figure 3: Kernel visualization of the complete blood
evaluation dataset using the linear kernel. Axes are
the first three principal components. + = NF indi-
viduals, � = ISF patients and � = CF patients.

with only the linear kernel rather than both the lin-
ear and Gaussian kernel functions because (i) the use
of the Gaussian kernel function did not add much to
the visualizations in the previous section and (ii) be-
cause the Gaussian kernel was not applied to the gene
expression dataset for the reasons described above.

Figure 6 shows visualizations of the integrated ill-
ness and blood evaluation datasets. As before, the
visualization on the left (Fig. 6a) shows the two–
dimensional view and on the right (Fig. 6b) the
three dimensional view. It is interesting to compare
these images with the visualizations for the individ-
ual datasets to see the effect of integrating the data
(i.e. with Fig. 2a and Fig. 3). Recall that the NF
individuals were tightly clustered in the visualization

of the illness dataset but not in the blood evaluation
dataset. In the integrated dataset the visualization
shows the NF patients again clustered. However, in-
stead of the compact clustering of the illness dataset,
the NF individuals are now clustered in a line. In
the three–dimensional visualization most of the data
points are on the surface of a sphere and the NF in-
dividuals appear as line of “longitude”.

Next we integrate the blood and gene expression
datasets and visualise with the linear kernel function
in Fig. 7. Comparing with the graphs of the individ-
ual datasets in Figures 3 and 5 it can be seen that
the structure of the gene expression dataset domi-
nates. The diagram of Fig. 7a seems to be the re-
flection across the horizontal of Fig. 5a. Similarly,
the visualization of the integrated illness and gene
expression datasets in Fig. 8 are essentially the same
with the structure completely controlled by the gene
expression dataset. We speculate that the reason that
the gene expression dataset dominates the structure
is that it contains many more attributes than either
the illness or blood evaluation datasets.

Finally, in Fig. 9 we present the linear kernel visu-
alization of the integrated triplet of datasets. Again,
the situation is the same as above and the gene ex-
pression dataset dominates the visualization. There
are again three fairly distinct clusters that are not
naturally associated with the patient classes.

5 Discussion and Future Work

The kernel–based visualization approach allows us to
integrate datasets in a straightforward way, particu-
larly if we are content to limit ourselves to the linear
kernel. This limitation, at least in the context of our
study, does not seem to be onerous because the differ-
ences between visualizations of the individual blood
and illness datasets with the linear and Gaussian ker-
nel functions seemed to be relatively unimportant.

Being able to visualise integrated datasets in this
way supports a “constructionist” approach to data
analysis where we look for “global” patterns in the
integrated dataset. The opposite method, a “reduc-
tionist” approach, looks for “local” patterns over sub-
sets of attributes in individual datasets. An example
of the latter approach in the context of this paper is
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a) b)

Figure 4: Kernel visualizations of complete blood evaluation dataset using the Gaussian kernel with σ = 100.
a) Axes are the first two principal components. b) Three–dimensional visualization. + = NF individuals, � =
ISF patients and � = CF patients.

the search for small sets of genes indicative of CFS.
We do not necessarily advocate a “constructionist”
approach over “reductionist” ones. Rather, it is bet-
ter to apply both approaches which look at different
ends of the problem. A combined approach would
identify global patterns, which can be used to focus
the search effort for local patterns.

It was heartening that the kernel–based visualiza-
tion was able to distinguish patterns in the illness
data as this data was used to make the CFS diagno-
sis. Visualizations of the other datasets did not show
such clear patterns. However, the three clusters in
the datasets containing gene expression data warrant
further scrutiny.

The kernel–based visualization technique is a gen-
eral purpose approach and can be applied to other
biomedical datasets. Indeed we intend to examine
the domain of acute lymphoblastic leukaemia next.
Previous work exists linking the cancer to genes so
we expect to see clear clusters in this domain.

Use of specialized kernels with the technique allows
visualization of non–vectorial data. We essentially
used this kind of approach to efficiently build a linear
kernel for the gene expression data in Section 3.2.

We are also interested in the issue of the structure
from the gene expression dataset dominating over the
other datasets. It is important to understand why
this is the case: is it the result of the structure of the
integrated dataset or is it due to the relative num-
bers of attributes in the individual datasets? This
question must be addressed before there can be more
widespread use of the technique for visualization of
integrated datasets. We think that the issue here is
indeed the large discrepancy between the numbers of
gene expression attributes compared to the number of
clinical attributes. Any method, such as the one we
use, that treats attributes as equally important, will
be dominated by the dataset with the larger number
of attributes. One approach we plan to use to over-
come this problem is to apply feature selection on the
datasets before the data integration and visualisation.
This feature selection will even up the relative num-
bers of attributes in the different datasets.

The linear kernel used in this study is able only to
identify linear relationships in the data. Use of other

kernels (such as the polynomial or Gaussian kernels)
allows visualization of nonlinear relationships. In this
work we were restricted to use of the linear kernel be-
cause of the size of the gene expression data. Efficient
calculation of other kernels for the gene expression
data is another area of future investigation.

6 Conclusion

This study describes the use of a kernel–based ap-
proach using the Laplacian matrix to visualise an
integrated Chronic Fatigue Syndrome dataset with
symptom and fatigue questionnaire and patient clas-
sification data, complete blood evaluation data and
patient gene expression profiles. Visualizations were
produced for individual and integrated datasets with
linear and Gaussian kernel functions. We described
an efficient approach to constructing a linear kernel
matrix for the gene expression data. The visualiza-
tions of the questionnaire data showed a cluster of
non–fatigued individuals distinct from those suffering
from Chronic Fatigue Syndrome. This observation
supports the fact that diagnosis is generally made us-
ing this kind of data. The method was unable to find
clusters in the other datasets that related to patient
classes, although three distinct clusters were found in
the gene expression data. Structure from the gene
expression dataset dominated visualizations of inte-
grated datasets that included gene expression data.
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a) b)

Figure 6: Kernel visualization of integrated illness and blood datasets using the linear kernel. a) Two dimen-
sional visualization with axes being the first two principal components. b) Three–dimensional visualization. +
= NF individuals, � = ISF patients and � = CF patients.

a) b)

Figure 7: Kernel visualization of integrated blood and gene expression datasets using the linear kernel. a) Two
dimensional visualization with axes being the first two principal components. b) Three–dimensional visualiza-
tion. + = NF individuals, � = ISF patients and � = CF patients.
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a) b)

Figure 8: Kernel visualization of integrated illness and gene expression datasets with the linear kernel. a) Two
dimensional visualization with axes being the first two principal components. b) Three–dimensional visualiza-
tion. + = NF individuals, � = ISF patients and � = CF patients.

a) b)

Figure 9: Kernel visualization of integrated blood, illness and gene expression datasets with the linear kernel.
a) Two dimensional visualization with axes being the first two principal components. b) Three–dimensional
visualization. + = NF individuals, � = ISF patients and � = CF patients.
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Abstract 

Harmonic monitoring has become an important tool for 

harmonic management in distribution systems. A 

comprehensive harmonic monitoring program has been 

designed and implemented on a typical electrical MV 

distribution system in Australia. The monitoring program 

involved measurements of the three-phase harmonic 

currents and voltages from the residential, commercial 

and industrial load sectors. Data over a three year period 

has been downloaded and available for analysis. The large 

amount of acquired data makes it difficult to identify 

operational events that impact significantly on the 

harmonics generated on the system. More sophisticated 

analysis methods are required to automatically determine 

which part of the measurement data are of importance. 

Based on this information, a closer inspection of smaller 

data sets can then be carried out to determine the reasons 

for its detection. In this paper we classify the 

measurement data using data mining based on clustering 

techniques which can provide the engineers with a rapid, 

visually oriented method of evaluating the underlying 

operational information contained within the clusters. The 

paper shows how clustering can be used to identify 

interesting patterns of harmonic measurement data and 

how these relate to their associated operational issues. 

Keywords:  Harmonics, Power Quality, Monitoring 

system, Data Mining, Classification, Clustering, 

Segmentation. 

1 Introduction 

With the increased use of power electronics in residential, 

commercial and industrial distribution systems, combined 

with the proliferations of highly sensitive micro-processor 

controlled equipment, more and more distribution 

customers are sensitive to excessive harmonics in the 

supply system (Heydt 1998), some even leading to failure 

of equipment. An increasing number of electric 

distribution network service providers are installing 

harmonic monitoring equipment to measure the three 
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Phase harmonic voltage and current waveforms in their 

power system to detect and mitigate the harmonic 

distortion problems (Shuter, Vollkommer et al. 1989; 

Duggan and Morrison 1993; Lachaume, Deflandre et al. 

1993; Morrison and Duggan 1993; Khan 2001; 

McGranagahn 2001).  

Recently, a harmonic monitoring program was designed 

and implemented in a medium voltage (MV) distribution 

system in Australia (Gosbell, Mannix et al. 2001; 

Robinson 2003). The monitoring involved simultaneous 

measurements of the three-phase harmonic current and 

voltage from the residential, commercial, and industrial 

load sectors. The simultaneous measurements of three-

phase harmonic currents and voltages from the different 

load sectors allow for the effect on the net distribution 

system harmonic voltage and current to be determined. 

The coordinated approach in obtaining the results has 

overcome some of the problems with synchronizing and 

reporting data (Emanuel and et al 1993; Sabin, Brooks et 

al. 1999). 

An enormous amount of data over a three year period has 

been downloaded and available for analysis. However, it 

is difficult to analyze the data using visual inspection of 

the acquired voltage and current waveforms. It is also 

difficult to identify operational issues that generate the 

harmonics produced at varying operation time. A more 

sophisticated analysis method is required to automatically 

segment the data into manageable data set for analysis to 

understand the causes and effects of the harmonics 

obtained. These can then be used for resolving possible 

existing problems and to predict future problems. This 

implies that some decisions regarding data selection and 

acquisition must be made.  

In this paper, a data mining tool is used for the automatic 

segmentation of the harmonic database. Segmentation (or 

clustering) is the discovery of similar groups of 

multidimensional records in databases and is a powerful 

mining tool. The data mining tool is based on the 

successful AutoClass (Cheeseman and Stutz 1995)  and 

Snob research programs (Oliver, Baxter et al. 1996) and 

uses mixture models (McLachlan 1992) to represent 

clusters.  The tool allows for the automated selection of 

the number of clusters and for the calculation of means, 

variances and relative abundance of the clusters. The 

paper describes how the data mining tool is used to search 

and analyze the multidimensional patterns on a cluster 

basis for the three-phase harmonic voltage and current 

data acquired from the harmonic monitoring program. By 
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observing the data in each cluster, several very interesting 

operational data can be deduced.  

The paper will first define harmonics, describe the design 

and implementation of the harmonic monitoring program 

and the data obtained. Results from the harmonic 

monitoring program are then analyzed using the data 

mining tool. The paper discusses the significance of the 

clusters obtained and how the associated operational 

conditions can be deduced from the resultant clusters. 

Several observations on the use of such data mining tools 

for analyzing large amounts of harmonic data are also 

discussed. 

2 Understanding Harmonics  

Ideally, the waveforms of the voltage supplied by the 

utility and the current utilized by consumers are perfect 

50HZ sine wave. However, in practice these waveforms 

are deformed, producing multiple frequencies other than 

the 50Hz sine wave This phenomenon of wave 

deformation due to multiple frequencies is often referred 

to as ‘harmonic distortion’. The sources of the harmonic 

are electronic based equipment, such as computers, fax 

machines, TVs etc and arcing devices, such as arc 

furnaces, arc welders and dischargeable lighting. Other 

sources of harmonic are saturable devices like 

transformers and motors (Shwehdi, Mantawy et al. 2002). 

Harmonic distortion can cause serious long term and 

short term problems to power systems, as well as to 

consumers. Harmonics can cause capacitor failure, 

overheating of neutral conductors and false tripping of 

electrical equipment in the utility. Harmonic losses in 

industrial systems can increase the operational cost and 

decrease the useful life of the system equipment 

(Carpinelli, Caramia et al. 1996). There are several 

practical mitigation methods, such as introducing filters, 

modifying loads and adjusting the frequency response of 

the system. For harmonic management of a network, it is 

mandatory to carry out careful harmonic monitoring 

analysis in order to determine the harmonic levels at any 

point in the power systems or at customer sites. The next 

section explains the steps of the harmonic monitoring 

program that has been carried out in this study. 

3 Harmonic Monitoring Program   

A harmonic monitoring program (Gosbell, Mannix et al. 

2001; Robinson 2003) utilized a typical MV distribution 

system in Australia in a typical 33/11kV zone substation 

that supplies ten 11kV radial feeders. The zone substation 

is supplied at 33kV from the bulk supply point of a 

transmission network. Figure 1 gives the layout of the 

zone substation and feeder system for the harmonic 

monitoring program.  

Seven monitors were installed, a monitor at each of the 

residential, commercial and industrial sites (site ID 5-7), a 

monitor at the sending end of the three individual feeders 

(site ID 2-4) and a monitor at the zone substation 

incoming supply (site ID 1). Sites 1-4 in Figure 1 are all 

within the substation at the sending end of the feeders 

identified as being of a predominant load type. Site 5 was 

along the feeder route approximately 2km from the zone 

substation, feeds residential area. Site 6 supplies a 

shopping centre with a number of large supermarkets and 

many small shops. Site 7 supplies a factory 

manufacturing paper product such as paper towels, toilet 

paper and tissues. Based on the distribution customer 

details, it was found that site 2 comprises 85% residential 

and 15% commercial, site 3 comprises 90% commercial 

and 10% residential and site 4 comprises 75% industrial, 

20% commercial and 5% residential. The monitoring 

equipment used is the EDMI Mk3 Energy Meter from 

Electronic Design and Manufacturing Pty. Ltd. as shown 

in Figure 2 (EDMI 2000). All three line-to-neutral 

voltages and line currents were recorded at the LV 

locations. The memory capabilities of the above meter at 

the time of purchase limited recordings to the 

fundamental current and voltage in each phase, the 

current and voltage THD in each phase, and three other 

individual harmonics in each phase. 

 

Figure 1: Single line diagram illustrating the zone 

distribution system 

For the harmonic monitoring program, the harmonics 

chosen to be recorded were the 3
rd
, 5

th
 and 7

th
 harmonic 

currents and voltages at each monitoring site, since these 

are the most significant harmonics. The memory 

restrictions of the monitoring equipment dictated that 

each parameter was recorded only every 10 minutes. The 

data retrieved from the harmonic monitoring program 

spans from August 1999 to December 2002. 

 

Figure 2:  EDM1 2000-04XX Energy Meter 
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Figures 3-4, show a typical output data of the 

fundamental, 3
rd
, 5

th
 and 7

th
 harmonic currents in Phase 

‘a’ at sites 1 and 2, taken from 6 -19 January 2001. It is 

obvious that for the engineers to realistically interpret 

such large amounts of data, it will be necessary to cluster 

the data into meaningful segments. 
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Figure 3: Phase ‘a’ Fundamental, 3
rd
, 5

th
 and 7

th
 

Harmonic current waveforms in site 1 (zone 

substation)
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Figure 4: Phase ‘a’ Fundamental, 3
rd
, 5

th
 and 7

th
 

Harmonic current waveforms in site 2 (residential) 

4 Using Unsupervised Clustering with MML 

Unsupervised clustering is based on the premise that there 

are several underlying classes that are hidden or 

embedded within a data set. The objective of such 

processes is to identify an optimal model representation 

of these intrinsic classes, by separating the data into 

multiple clusters or subgroups.  

The partitioning of data into candidate subgroups is 

usually subject to some objective function like a 

probabilistic model distribution, e.g. Gaussian. From any 

arbitrary set of data, several possible models or 

segmentations might exist with a plausible range of 

clusters. Accordingly an appropriate evaluation scheme, 

such as Minimum Message Length (MML), or, Minimum 

Description Length (MDL) encoding, is used to evaluate 

each successive set of segmentations and monitor their 

progression towards a globally best model. This 

methodology is also known as finite mixture modelling or 

intrinsic classification (Wallace 1968; Wallace and Dowe 

1994; R. Xu and D. Wunsch II 2005) . Algorithms such 

as “SNOB” or “Auto Class”, which employ an MML 

approach have been found to form clusters that are 

statistically distinct (unique) within the multivariate 

parameter space of the data.  The specific software used 

in this work was ACPro, one of several data mining 

algorithms that have yielded valuable insights for a range 

of scientific, and industrial real-time data (Oliver, Roush 

et al. 1998; Stirling and Zulli 2004). Finite mixture 

models provide a more formal (probabilistic-based) 

mechanism with which to fit arbitrary complex 

probability density functions (pdf’s) of the data. In 

addition, from a practical perspective, such models also 

provide relief from the inherent constraints (priors and 

initial conditions) that accompany heuristic (distance) 

methods such as k-means or hierarchical agglomerative 

approaches (M. A.T. Figueiredo and A. K. Jain 2002). 

5 Results and outcomes 

A specialized data mining software package for the 

automatic segmentation of databases, ACPro, was used in 

this work. ACPro is essentially an unsupervised 

clustering that utilize minimum message length (MML)  

(Oliver, Baxter et al. 1996) encoding metric. It has the 

ability to discover similar groups of records in the 

database in the form of clusters. ACPro was applied to 

the measured harmonic data from the monitoring program 

for the test system in Figure 1. The data from different 

sites (sites 1, 2, 3 and 4) were used as input data to the 

software and 5 different clusters (s0, s1, s2, s3 and s4) 

each with specific abundance, mean and standard 

deviation were obtained.  The clusters were then sorted in 

ascending order based on the mean value of the 

fundamental current, such that cluster (s0) is associated 

with the off peak load period and cluster (s4) is the 

cluster related to the on-peak load period. Figure 5(a) 

shows these clusters superimposed on the fundamental 

current waveform at site 3 (commercial). Figure 5(b) 

shows the abundance, mean and standard deviation for 

the clusters of the three harmonic currents per one phase. 

By observing how the measured data are classified into 

various clusters, the Utility Engineer can more readily 

deduce the power quality event that may have trigger a 

change from one cluster to another. To confirm that, other 

available data in the utility can be used, such as 

temperature and reactive power measurements. 
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Figure 5(a): The clusters obtained superimposed on 

the phase ‘a’ fundamental waveform at site 3 

(commercial) 
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Figure 5(b): Abundance, mean and standard deviation 

for each cluster of  harmonic currents (3
rd
, 5

th
 and 7

th
 ) 

on phase ‘a’ at commercial site 

Figure 6(a) shows the clusters obtained from substation 

site (site 1) superimposed on the fundamental current 

measurement data for two days. Figure 6(b) shows the 7th 

harmonic current and 7
th
 harmonic voltage at the 

substation. Figure 6(c) shows the MVAr measurement at 

the 33kV side of the power system. From Figures 6(b) 

and (c), it can be observed that the second cluster (s2) is 

related to the capacitor switching event. Early in the 

morning, when the system MVAr is high as shown in 

Figure 6(c), the capacitor is switched on in the 33kV side 

to reduce bus voltage and late at night when the system 

MVAr is low, the capacitor is switched off to avoid 

excessive voltage rise. 

The switching-on and switching-off of the capacitor is 

clearly reflected in the 7th harmonic current as shown in 

Figure 6(b). The capacitor switching operation in the 

33KV side can also be detected at the other sites 

(residential, commercial and Industrial). Figure 7 shows 

the case for the commercial site (site 3), where the effect 

of the capacitor switching operation can be easily 

observed. 
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Figure 6: Clusters at substation site in two working 

days (a) Clusters superimposed on the fundamental 

current waveform,. (b) 7
th
 harmonic current and 

voltage data. (c) MVAr load at the 33kv busbar. 
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Figure 7: 7
th
 harmonic current and voltage at 

Commercial site in two working days 

  The third cluster (s3) appears to occur in the evening 

period, when Figure 6(b) shows that the 7
th
 harmonic 

currents rise around 6pm. and drops off around 11 pm. 

Upon discussion with the Utility Engineer, we were 

informed that this may be due to the reduction of 

industrial load and hence the percentage of the harmonics 

against the fundamental current becomes higher. It was 

also suggested that this could be due to   the switching-on 

of TVs and appliances when people come home from 

work.  

The same cluster is now applied to a week data from the 

residential site (site 2). The fundamental current during 

that week and the temperature data are shown in Figures 

8(a) and (b). In this particular week, the Monday 

temperature (day 3) is relatively high, showing high 

fundamental current in day 3, resulting in significant use 

of air conditioners. Also in day 6, the fundamental current 

can be observed to increase significantly. To analyse 

these data, initially we concentrate looking at day 3 and 4 

and observe how the data mining program cluster the data 

in these two days. This is then followed by the 

observation of the day 6 data to see if the data mining 

program can discriminate the high current data 

accurately. 

Figure 9(a) shows the clusters superimposed on the 

fundamental current data of days 3 and 4. Cluster s0 is off 

peak and cluster s3 is on peak. Cluster 1 is representing 

the switching on and off of the capacitor at the 33KV 

side. Cluster s2 is representing turning on of TV’s and 

any switch mode power supply (SMPS), in which period 

the 5
th
 and 7

th
 harmonic currents tend to be high (Fig 9-b). 

The reason this cluster start early in the morning rather 

than afternoon is because of the school holiday.  

From Figure 9(a) it can be observed that there is a period 

of peak load (cluster s3) around midnight, and following 

discussion with the utility engineer, we were told that this 

is related to the turning-on of off-peak water heaters. 

Another on peak load (cluster s3) is from 11:00am to 8:00 

pm, and from the temperature measurements (Figure 8-b) 

near the substation area, it can be concluded that air 

conditioners are the suggested load at that time.  

 

 

 

CRPIT Volume 61

66



1  2  3  4  5  6  7  
0

100

200

300

400

(a)

A
m
p
e
re

 

 

Sat Sun Mon Tue Wed Thr Fri
10

20

30

40

50

(b)

C

 

 

Fund Current

AirTemp

 

Figure 8: Fundamental current and air temperature 

in the area of the substation under study for one week 

from 13/01/2001 to 19/01/2001 

Figure 10 shows the clusters obtained for day 6 when the 

fundamental load current rises in an unusual manner. It 

can be observed that the data mining program accurately 

identifies the abnormal event as a separate cluster (cluster 

4) between 11:30 am until 4:30 pm in Figure 10(a). 

Further discussions with the utility engineer, revealed that 

this is a load transfer event from a faulty feeder to the 

residential feeder at that time. 5th and 7th harmonic 

currents are found to be high at that time.  
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Figure 9: Clusters at residential site for two days (a) 

Clusters superimposed on the fundamental current 

waveform, (b) 7
th
 harmonic current and voltage data 
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Fig.10: Overload on residential feeder due to 

transferring load from faulty feeder (a) Clusters 

superimposed on the fundamental current waveform, 

(b) 5
th
 harmonic current and voltage data, (c) 7

th
  

harmonic current and voltage data 

 

 

6 Conclusion 

Power quality (PQ) data from a harmonic monitoring 

program in an Australian MV distribution system 

containing residential, commercial, and industrial 

customers has been analyzed using data mining 

techniques. Data mining, and in particular cluster analysis 

has been shown to be able to identify useful patterns 

within the data set. The utility engineers as experts in the 

domain can make ready use of the clustered data to 

quickly interpret these patterns, and in particular to detect 

unusual power quality events. The availability of this 

rapid, visually oriented method of evaluating the 

underlying information contained in large data sets can be 

an invaluable tool for power utility engineers.  
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Abstract 
This paper applies a Bayesian network to model multi 
criteria distribution maps and to discover knowledge 
contained in spatial data. The procedure consists of three 
steps: pre processing map data, training the Bayesian 
Network model using distribution maps of Australia and 
testing the generalization and diagnosis of the model 
using individual states’ maps. The Bayesian network that 
we used in this study is known as naïve Bayesian 
network. Results show that this environmental Bayesian 
network model can generalize the classification rules 
from training data for good prediction and diagnosis of a 
distribution map. 

Keywords:  Bayesian network, multi-criteria analysis, 
combining evidence, distribution maps. 

1 Introduction 
Analysis of spatial information in natural resource 
management is crucial to support a decision making 
process. However, with the advent of various 
technologies to acquire the data, analysis of multiple 
spatial data becomes a very challenging area. These 
technologies will produce the data with different accuracy 
and different resolution in the data. In spite of multi 
representations of spatial data, evidences of an area can 
be from different time intervals and different observer’s 
views which make combination of those evidences 
complicated. Spatial data can have spatial attributes and 
non-spatial attributes. The former one is incorporated in 
spatial topological systems or relationships, and the latter 
is also called thematic data..
Environmental distribution map is crucial for decision 
support systems as it helps to monitor resource condition 
and also to identify the potential areas for investment. 
The information discovered from distribution maps is 
also contributing to applications such as land value 
determination, local and regional planning, pest and 
disease control, emergency response planning, 
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agricultural productivity assessment and agricultural 
diversification (BRS, 2006). The complexity of a 
distribution map depends on the number of classes used 
to represent the data. It can be classified into as few as 
two classes or an infinite number of classes to represent 
the data. The more classes is used to quantise the data, the 
more precise the produced distribution map is, but also 
the more complexity of computation arises. In this study, 
we quantise the pixel values in a raster distribution map 
into five classes, where one colour is used to represent the 
associated class of a pixel.  
In order to analyse the information contained in 
distribution maps, we need to discover as much 
knowledge as we can. Knowledge discovery on 
distribution maps includes combining multi criteria maps 
in order to extract general knowledge and interesting 
patterns from non-spatial attributes. The dependency 
between data that are usually uncertain make the analysis 
more complicated. Besides, different experts might have 
different opinions about the dependencies and factors 
involved in deriving any knowledge from spatial data. As 
a beginning, in this study, we focus on raster distribution 
maps as spatial data and discover knowledge from non-
spatial attributes where we extract non-spatial attributes 
for each pixel in a distribution map. We apply Bayesian 
network model to do the generalization and diagnosis in 
predicting the class distribution of the data in a target 
map. 

The aim of this study is to apply a Bayesian network in 
modelling multi criteria distribution maps. This paper 
provides a very basic introduction about Bayesian 
network. The technical details can be found in 
(Heckerman, 1995). The structure of this paper is as 
follows. We start in section 2, presenting several 
applications of Bayesian network in spatial data analysis. 
Section 3 describes the sources of the data used in this 
experiment. The process of the experiment is explained in 
section 4, including modelling distribution maps by naïve 
Bayesian network, data pre processing and model training 
and testing. The experimental results are discussed in 
section 5 and discussions are discussed in section 6. 
Finally, conclusions and future works are presented in 
section 7. 

2 Literature Review 
Spatial data can be derived from different type of sources. 
It has been used for discovering interesting knowledge 
and for making a decision. In order to do prediction and 
to produce a decision, the data needs to be represented in 
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a particular approach and one of them is Bayesian 
network. We will also describe several applications of 
Bayesian networks for prediction in this section. 

A Bayesian network, also called belief net, is a directed 
acyclic graph (DAG) which consists of nodes to represent 
variables and arcs to represent dependencies between 
variables (Pearl 1986, Charniak 1991). Arcs or links also 
represent causal influences among the variables. The 
strength of an influence between variables is represented 
by the conditional probabilities which are summarized in 
a conditional probability table (CPT). Bayesian network 
is one of the graphical modelling techniques and it has 
been used widely in various applications including 
computer vision, medicine and spatial data analysis. 
There are two fundamentals idea in a Bayesian network 
according to De Vel et. al (2006). First, the notion of 
modularity where a complex system is decomposed into 
simpler parts and the second fundamental idea is their 
connections. The model also can deal with two main 
problems: uncertainty and complexity and therefore have 
an explanatory power for the modelling data.  

In Bayesian networks, one can predicts the target values 
or the missing values given the model and other 
evidences. The class value for each pixel in a target node 
is obtained by finding the class associated with the 
highest posterior probability for that node. Bayesian 
networks work under the assumption of conditional 
independence where it estimates the posterior 
probabilities of the classification occurred in the training 
data. Bayesian networks have several advantages for data 
analysis. First, it can handle situations where some of the 
input data are missing. This is a great advantage, as 
having incomplete data is unavoidable in real world 
applications. Second, there are a few algorithms that have 
been developed for both structure and parameter training 
to learn the Bayesian networks from data. Third, 
Bayesian networks can be extended to model the 
structured data. This method is called probabilistic 
relational model (PRM) (Friedman 1999)  

Representing spatial data using Bayesian networks for 
prediction has been applied successfully in many 
applications. Margaret et. al (2005) modelled satellite 
images using a Bayesian network for estimating leaf area 
index (LAI). The network was evaluated on a per pixel 
basis and the predicted results showed better 
classification than other classifiers such as neural 
networks and spectral vegetation indices, one of the pixel 
classifier approaches. On the other hand, Stassopoulou et 
al. (1998) used a Bayesian network to infer the risk of 
desertification of some burned forest in the 
Mediterranean region by combining several related 
evidences. The evidences used were from various sources 
with different resolution and accuracy. The network was 
also evaluated on a per pixel basis for modelling the data 
that came from different resolution.  

Swayne (2004) used a Bayesian network and extended it 
into an influence diagram for multi objective modeling 
and decision support for a nonpoint source pollution 
model in Southern Ontario, Canada. They adjusted the 
conditional probability values of a Bayesian network to 
get a better decision based on the specific criteria 

preference. Besides prediction, the ability of Bayesian 
networks in detection applications has been successfully 
developed and the details can be found in Stassopoulou et 
al (2000) for building detection and Sebe et al. (2004) for 
skin detection. 

3 Spatial Data Source 
The data used in this study is acquired from the Multi 
Criteria Analysis Shell for Spatial decision support 
system (MCAS-S) provided by the Bureau Rural 
Sciences (BRS) of Australia (Michael et. al, 2005). 
Figure 1 and 2 show the distribution maps used to train 
the Bayesian network model. Figure 1(a) – (d) describe 
the distributions maps of population total, elevation, 
taxable income and accessible/remoteness index of 
Australia (ARIA) for 2001. The data has been quantized 
into five different classes and the scope for each class is 
also shown in the figure. One colour is used to represent a 
class while white pixel belongs to the background. These 
distribution maps are in a raster format where each pixel 
is associated with either a class or background. 

 

 
(a) 

 
(c)  

Legend 
    Class 1 : < 2832.813 
     Class 2 : up to 4249.219 
     Class 3 : up to 5665.625 
     Class 4 : up to 8498.438 
     Class 5 : > 8498.438 

Legend 
     Class 1 : < 31811.14 
     Class 2 : up to 36124.52 
     Class 3 : up to 38820.38 
     Class 4 : up to 40437.89 
     Class 5 : > 40437.89 

 
(b) 

 
(d)  

Legend 
     Class 1 : < 111.7831 
     Class 2 : up to 207.253 
     Class 3 : up to 302.7228 
     Class 4 : up to 430.0159 
     Class 5 : > 430.0159 

Legend 
    Class 1 : < 9.28125 
     Class 2 : up to 14.90625 
     Class 3 : up to 16.875 
     Class 4 : up to 17.71875 
     Class 5 : > 7.71875 
 

Fig. 1. Distribution maps of Australia (a) population total, 
(b) elevation, (c) taxable income, and (d) accessible 
remoteness index of Australia (ARIA). 

In addition to the data shown in Figure 1, we are also 
given a distribution map of development potential as 
shown in Figure 2. Data of development potential 
distribution is also quantized into five different classes 
and the same colours are used to label the classes in this 
map. Figure 2(a) shows the distribution map of 
development potential of Australia while Figure 2(b) is a 
set of classes corresponding to the specified window in 
the map. All these five distribution maps are used in 
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parameter training. The detail of the training process is discussed in section 4. 

 
Legend 
     Class 1 
     Class 2 
     Class 3 
     Class 4 
     Class 5  

(a) (b) 

Fig. 2. (a) Distribution map of development potential of Australia (b) pixels’s classes in the specified region. 

 

 

Besides the distribution map of the whole Australia, we 
are also provided with the distribution maps of the same 
criteria (population total, elevation, taxable income and 
ARIA) for the individual states in Australia (Queensland, 
Victoria, New South Wales, Australian Capital Territory, 
Western Australia and Adelaide). In this study, Victoria 
distribution maps are used for testing the Bayesian 
network model and the details are discussed in section 5. 

To get the class value of each pixel, we pre processed 
each distribution map using Matlab and Java. The size of 
the distribution map image is 270 pixels height and 340 
pixels width. Therefore, for each image, there are 91800 
pixel values. However, only some parts of the image 
contain class values while others are just the background. 
Section 4.1 describes the process in details. 

4 Bayesian Network (BN) for Modelling 
Spatial Data 

4.1 General Framework 
Figure 3 shows the flow chart of the experiment. The first 
step is data pre processing. The RGB values of each pixel 
are extracted from a raster distribution map and for each 
of them a class number is assigned based on its RGB 
values. A class number ‘0’ is set to a background pixel, 
while class ‘1’ to ‘5’ are assigned to five different states 
or classes for each node. In the second step, the pixel 
values in the distribution map of Australia are used for 
training the Bayesian network model to obtain the model 
parameters- the Conditional Probability Table (CPT). In 
this study, we assume the structure of the Bayesian 
network is known and we focus only on parameter 
training. The next two steps are testing. We apply an 
individual state-Victoria distribution maps to test the 
performance of the proposed Bayesian Network Model. 
In the first experiment, we test the trained model to infer 
the distribution map of development potential of the 
whole state of Victoria, while in the second experiment 
we apply the model to infer the Victoria elevation 
distribution map. The proposed Bayesian network model 
will be discussed in details in the following subsections. 
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Fig. 4. The proposed Bayesian network model 

4.1.2 Training data and Trained Model 
The non-spatial attributes from the distribution maps of 
Australia are used to train the model. We only select the 
value of each pixel that contains the available class for 
making up the training dataset as the format shown in 
Figure 5. Norsys’s Netica Java software toolkit is used to 
train the Bayesian network.  The data is incorporated into 
the network with ‘.cas’ file format. There are six columns 
in the file including the IDnum. The .cas file is created by 
using Java codes. 
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4.1.3 An example of proposed Bayesian 
Network Model 

Here, an example of the mode in the pixel level is 
explained. Figure 7 shows the posterior probabilities for 
each class in Development Potential node when the state 
of population node is ‘very low’, state of Elevation node 
is ‘medium’, state of Taxable Income node is ‘medium’ 
and state of AccessRemoteIndexAustralia (ARIA) node is 
‘very high’. From this sample, we can see that the 
posterior probabilities from class ‘1’ to class ‘5’ are 0.53, 
0.53, 97.9, 0.53 and 0.53 respectively. As a state ‘med’ 
holds the maximum probability (97.9%), the class of the 
pixel is inferred as class 3, where green colour is set to 
represent that pixel in the target distribution map. 

 

Fig. 7. Posterior probability inferred for each class of 
Development Potential node in Netica. 

5 Experimental Results 
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Idnum    Population     Elevation Taxincome ARIA DevelopPotential 
1   vhigh vlow low vhigh med  
2 med low med low med  
3 vhigh vlow vhigh med low  
: 
: 
: 
35881 low high vhigh vlow low  
35882 vhigh vlow vlow vhigh vlow
ig. 5. Format of the input data into Bayesian network (.cas file) 

fter training the model, a conditional probability table 
CPT) is assigned to children nodes while prior 
robability is assigned to root nodes. According to the 
tructure, Development Potential has a CPT while all 
ther nodes have prior probabilities. As we are using the 
etica learning algorithm, the prior distributions are 
irichlet functions. The Development Potential node 

onsists of five states and four links directed into this 
ode has 54 = 625 rows in its CPT. Figure 6 shows parts 
f the CPT for Development Potential node derived from 
etica (2006).  

 

ig. 6. Conditional Probability Table (CPT) for Development 
otential node. 

This section presents the results of two testing 
experiments: generalization and diagnosis. The 
distribution maps of Victoria are used to test the model in 
both experiments. We compared on the values for each 
pixel. After the states’ probabilities of each pixel are 
inferred, the pixel is set to the class/state with maximum 
probability and the pixel’s colour is set accordingly. We 
only present the visual comparison in this paper for both 
testing experiments. We use the fastest known inference 
algorithm associated with Netica, a junction tree of clique 
algorithm for exact general probabilistic inference. 

The first experiment is to test the model to infer class 
value of Development Potential node given other nodes 
(Population, Elevation, TaxableIncome and ARIA). 
Figure 8 shows the data and the result of the experiment. 
Figure 8(a)–(d) presents the data used as inputs to the 
model. Figure 8(e) is the development potential 
distribution map inferred by the Bayesian network model 
while Figure 8(f) is an empirical development potential 
distribution map, also as an expert knowledge. From the 
result, we can see that there are no big differences 
between the distribution map in Figure 8(e) and 8(f). 

The second experiment is to infer the uncertainty—the 
class of the pixel with missing value of Elevation node 
given other nodes (Population, TaxableIncome, ARIA, 
and Development Potential). Figure 9 shows the data and 
the results of the experiment. Figure 9(a), (c), (d), (e) 
shows the data used as inputs to the model. Parts of the 
distribution map of elevation is removed and we used  



 
(e) 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

 
(f) 

Fig. 8. Data and result of testing the generalization of the training data (a) Data Population      (b) Data Elevation (c) Data Taxable 
Income (d) Data ARIA (e) Development potential distribution map inferred by the Bayesian network model (f) Empirical 

Development Potential 

 
 

 
(f) 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 

 

 
(g) 

Fig. 9. Data and result of testing the diagnosis of the training data (a) Data Population (b) Data Elevation (missing data) (c) Data 
Taxable Income (d) Data ARIA (e) Data Development Potential (f) Data Elevation inferred by the model (g) Complete Data 
Elevation 

black pixels to represent the missing values as shown in 
Figure 9(b). Figure 9(f) is the Elevation distribution map 
inferred by the Bayesian network model while Figure 
9(g) is the elevation distribution map acquired from the 
MCAS-S application. More than 80% of pixel’s colour 
matches quite well between the distribution maps in 
Figure 9(f) and 9(g).  

6 Discussions 
The use of Bayesian network in this context assumes that 
all data in distribution maps can be quantized into the 
same number of classes where each class has more or less 
the same number of pixels. In real world, this assumption 
might not be true. Moreover, we do not use a truncated 
function to limit the range in each class. For example, 
there might be a limit value for elevation that does not 
influence other nodes. This limitation can be solved if the 
expert opinions are included into the modelling process. 
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This problem is also related to the use of different modes 
between equal area distribution maps and equal interval 
distribution maps. In the future, it might be worth to 
understand how both modes affect the parameter 
estimation process in Bayesian networks. 

The process to extract the class or state value for each 
pixel is not very accurate but still reliable. This is because 
of the difficulties to extract the values for each pixel 
especially at the boundaries between different 
states/classes. In this study, the class value for each pixel 
is only based on RGB values. It is quite hard to identify 
the exactly class value for each pixel that have similar 
colours or quite similar RGB values. As a result, some of 
the pixels are considered as missing if the program cannot 
distinguish the class values for that pixel. 

This study only considered parameter training and the 
structure training is not included. There is a lot of 
research that focus on developing algorithms for structure 
training. In the future, we are planning to incorporate 
structure learning when constructing a Bayesian network. 
Since the dependencies between spatial environmental 
distributions are in diversity, the future work will include 
more complex model structure and model parameters’ 
training. For the future, we are also planning to include 
learning algorithms when hidden variables are present. 
Despite all three problems discussed above, we are also 
facing difficulties to get more data for testing the model 
that we build.  

7 Conclusions and Future Work 
This paper describes how a Bayesian network can be used 
to model raster environmental distribution maps and their 
dependencies. It demonstrates that a Bayesian network is 
quite robust to discover knowledge from distribution 
maps, even though the present Bayesian network used in 
this study is only naïve Bayesian network. As their full 
potential has not yet been explored, we recommend it as 
one of the future works.  
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Abstract
The ability to accurately predict the lifetime of building 
components is crucial to optimizing building design, 
material selection and scheduling of required maintenance. 
This paper discusses a number of possible data mining 
methods that can be applied to do the lifetime prediction of 
metallic components and how different sources of service 
life information could be integrated to form the basis of the 
lifetime prediction model..

Keywords:  Data Mining, prediction, corrosion, civil 
engineering

1 Introduction
Our globe is increasingly challenged by growing 
populations and aging infrastructure. An escalating 
demand to maintain the infrastructure is always at place. 
Service life of building components is a key issue in 
predictive and optimizing design and management of 
buildings and civil infrastructures. It is influenced by 
many factors like materials, environment and maintenance 
etc. The corrosion of metallic components is the main 
factor that influences the service life of building. 

Recent Australian research found there are over 300 
metallic components with 2-3 materials and 2-3 coatings 
in a standard Australian house (I. Cole et al., 2006). Those 
components in general have been exposed to environments. 
Corrosion decay is very serious in metallic components 
due to sunlight, rain and salt deposition. Therefore, it is 
necessary to develop efficient means of estimating 
corrosion rate and then the service life. The need to 
develop accurate methods to predict the lifetime of 
metallic components has become an international 
recognition. For example, the European Performance 
Based Building network and the CIB working group W80 
on design life of buildings is working on the further 
development of the Factorial Approach to predict the 
service life of building components (I. Cole et al., 2006). 

The material should be selected to match the severity of 
the environment. For example, in severe marine locations, 
very durable materials need to be selected while in benign 
environments lower quality products can be used. As with 
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materials selection, the timing of maintenance and 
building design would be tailored to the severity of the 
environment. Through these ways, substantial cost savings 
can be made. For example, it has been estimated that 
nearly $5 million was spent by Queensland Department of 
Public Works (QDPW) in 03/04 in replacing corroded 
metallic components in Queensland schools (I. Cole et al., 
March 2005). 

Data mining is a powerful technology to solve prediction 
problem (Fayyad, Piatetsky-Shapiro, & Smyth, 1995b). It 
has been effectively applied to civil engineering for 
corrosion prediction. For example, Kessler et al. (1994)
improved prediction of the corrosion behavior of car body 
steel using a Kohonen self organizing map. Furuta et al. 
(1995) developed a practical decision support system for 
the structural damage assessment due to corrosion using 
Neural Network. More recently, Morcous et al. (2002)
proposed a case-based reasoning system for modelling 
infrastructure deterioration. Melhem and Cheng (2003)
first used KNN and Decision Tree for estimating the 
remaining service life of bridge decks. And later Melhem 
et al. (2003) investigated the use of wrapper methods to 
improve the prediction accuracy of the decision tree 
algorithm for the application of bridge decks. However, 
limited research was conducted on comparing the 
prediction accuracy of various methods and how we can 
get the best prediction accuracy to the corrosion rates.

This paper discusses a number of possible data mining 
methods that can be applied to do the lifetime prediction of 
metallic components and how different sources of service 
life information could be integrated to form the basis of the 
lifetime prediction model. Experiments are conducted 
with Weka, a public data mining tool. 

2 Data Acquisition
The data sets include three different sources of service life 
information: Delphi Survey, Maintenance database, and 
Holistic Corrosion Model. The Delphi Survey includes the 
estimation of service life for a range of metallic 
components by experts in the field such as builders, 
architects, academics and scientists. Maintenance database 
is derived from the maintenance records that provide a 
repository of past experiences on component lifetime 
predictions under specific conditions. Holistic Model is 
based on a theoretical understanding of the basic corrosion 
processes  (I. S. Cole, Furman, & Ganther, 2001). It 
provides the required knowledge for computing the 
lifetime of metallic components. An independent model 
for Colorbond is included in the Holistic model since 
Colorbond has different features from other materials. 
Details of these data sets are presented in Table 1.
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Data Set
Number 
of Cases

Number 
of 
attributes

Target 
attribute

Delphi 
Survey 683 10 Mean

Zincalume 
LifeMaintenance 

Database 1297 18
Galvaniz-
ed Life

Holistic 
Model 9640 11 MLannual

Colorbond 4780 20
Life of 
gutter at 
600um

Table 1: Details of Data Sets

The Delphi survey data set contains the predicted life 
information for over 30 components, 29 materials, for 
marine, industrial and benign environments of both service
(with and without maintenance) and aesthetic life. They 
are knowledge of domain experts. The output of this data 
set is an estimated components life. The estimated life was 
stored in two forms: the mode and the mean as well as a 
standard deviation for the mean. The mean is the average 
years of service life, aesthetic life or time to first 
maintenance. As the Delphi dataset is the result of surveys, 
the final dataset was examined in three ways to determine 
its accuracy and reliability. They were analysis for internal 
consistency of the data, analysis for consistency with 
expected trends based on knowledge of materials 
performance and correlation with existing databases on 
component performance. In all of these comparisons, the 
Delphi dataset showed good agreement (I. Cole et al., 
March 2005).

The maintenance data set contains life information of roof 
component for schools in Queensland. They are the results 
of analysing over 10000 records with regard to significant 
maintenance. The outputs are service life of Zincalume 
and Galvanized Steel materials for roofs.

The holistic data set contains theoretical information of 
corrosion for gutters in Queensland schools. The overall 
model is a reflection of influence of climatic conditions 
and material/environment interactions on corrosion. The 
output of this data set is the annual mass loss of Zincalume 
or Galvanized steel. Once the mass loss of material is 
determined, its service life is measured with appropriate 
formulas (I. Cole et al., March 2005). 

Because Holistic model has no facility for handing the 
particular material Colorbond, the rules for the 
degradation of Colorbond is devised separately. The 
Colorbond data set includes this information. The output 
of Colorbond is service life of Colorbond for gutters.

In general, Delphi Survey is expert opinions; Maintenance 
database is operational while Holistic Model is theoretical. 
They form three important source of information for 
predicting lifetime of metallic components. They are 
independent but complement each other. Delphi Survey 

can be used for analysing correlation with other two data 
sets on component performance and consistency with 
expected trends based on knowledge of materials 
performance while Maintenance database and Holistic 
Model provide de facto and theoretical proof respectively 
for prediction. Maintenance, Holistic and Colorbond relate 
to different component types with different material while 
Delphi contains all component types with all material, 
which can be used to check for consistency. More 
specifically, Maintenance is for roofs with Galvanized 
Steel and Zincalume, Holistic is for gutters with 
Galvanized Steel and Zincalume, Colorbond dataset is for 
gutters with Colorbond and Delphi is for a range of 
components including roofs and gutters with different
materials including Galvanized Steel, Zincalume and 
Colorbond. There is no overlap of predicted outcome from 
Maintenance, Holistic and Colorbond while the predicted 
outcome from them can be compared with the outcome
from Delphi.

3 Data Mining for Lifetime Prediction
In this section, we explore various predictive data mining 
techniques to apply for lifetime prediction problem and to 
find a best one. Before a learning algorithm is applied, the 
data must be pre-processed (Olafsson, 2006).

3.1 Data Pre-processing
Data quality is a key aspect in performing data mining on a 
real-world data. Raw data generally include many noisy, 
inconsistent and missing values and redundant information. 
In this section, we explain how data is pre-processed to 
make data ready for mining.

3.1.1 Feature Selection
Feature selection is for removing those attributes 
irrelevant to mining results. In our data sets, some 
attributes like Centre Code, Centre Name and LocID only 
provide identification information. They have no mining 
value. Similarly, some attributes such as Building Type 
and Material in Colorbond contain only one value. They 
were also ignored during mining.

For Delphi Survey, the estimated life was stored in two 
forms: the mode and the mean as well as a standard 
deviation (SD) for the mean. As we want a real value to be 
the final predicted result, the attribute ‘mean’ is chosen as 
the target attribute. All other attributes are kept as inputs to 
know their influence to the target value. They are as 
follows:

Building type | Component | Measure | Environment |
Material | Maintenance | Criteria | Mean

For maintenance database, there are two target attributes: 
Zincalume Life and Galvanized Life. After examining all 
attributes carefully, we found that some attributes are only 
related to ‘Zincalume Life’ while others are only related to 
‘Galvanized Life’. Therefore, we divided maintenance 
database into two parts: one is for ‘Zincalume Life’ and the 
other is for ‘Galvanized Life’. The attribute ‘Centre Code’ 
and ‘Centre Name’ are removed since they are 
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identification information. The final attributes for 
‘Zincalume Life’ and ‘Galvanized Life’ are as follows:

Longitude | Latitude | Salt Deposition | Zincalume Mass 
Loss | Marine | N | Zincalume Life

Longitude | Latitude | Salt Deposition | Zinc Mass Loss |
Steel Mass Loss | Marine | Nzinc | Nsteel | L | M | Zinc Life
| Steel Life | Galvanized Life

For Holistic Model, as we describe in Data Acquisition
section, the service life is calculated based upon
‘MLannual’. We create a target variable named ‘Service 
Life’ which is calculated from formulas (I. Cole et al., 
March 2005). Similarly, ‘LocID’ and ‘Location’ are 
removed because they are identification information. 
‘State’ and ‘Building Type’ are also ignored since they 
only have one value. Therefore, the final attributes are as 
follows:

XLong | YLat | SALannual | Material | Gutter Position | 
Gutter Maintenance | MLannual | Service Life

Similar process has been done for Colorbond. ‘LocID’, 
‘Building Type’, ‘Position’, ‘Material’, ‘Building Face’ 
and ‘BuildingFacePos’ are ignored because they are either 
identification information or only have one value. The 
final attributes are as follows:

SALannual | Exposure | PositionVsExposure | Gutter Type
| rain_annual_mm | cum_MZa_2ndYear | 
cum_dSTEEL_2ndYear | remCr | normCr | 
accelerated_corrosion_rate | Time to White Rust of 
Zincalume | Time to penetration of Zincalume | Time to 
onset of Red Rust | Life of gutter at 600um

‘Life of gutter at 600um’ is the target attribute.

3.1.2 Data Cleaning
In our data sets, the percent of missing values are very low. 
For example, for Delphi Survey, only the attribute ‘mode’ 
has 8% missing values while all other attributes have no 
missing values. For Colorbond, all attributes have no 
missing values. However, inconsistent values do exist in 
every data set. An example is the use of lowercases and 
capitals such as ‘Steel’ and ‘steel’. More examples are 
different spellings but same meaning like ‘Galvanised’ 
and ‘Galvanized’ or different words but same meaning like 
‘Steel in Hardwood’ and ‘Steel-Hardwood’. More spaces 
are included in values could be another reason to cause 
inconsistency like ‘Residential ’ and ‘Residential  ’. Data 
mining tool will treat those kinds of values as different 
values and hence influence the predicted results. All such 
errors are recovered during data cleaning. For example, the 
‘Material’ attribute in Delphi Survey originally has 36 
values. After cleaning, there are only 29 values.

3.1.3 Data Discretization
Data discretization is considered because some learning 
algorithms are better able to handle discrete data. We 
discretized all numeric attributes including target 
attributes to nominal type by dividing them into ranges 
before applying Naïve Bayes and Decision Tree mining 
algorithm. For example, ‘Mean’ contains values from 3 to 

58. It is divided into 10 ranges: [3-13], (13-17], (17-21], 
(21-25], (25-29], (29-33], (33-37], (37-41], (41-45], 
(45-58]. While for other classification data mining 
methods like Neural Network and SVM, we keep all 
continuous values.

3.2 Data Modelling and Mining
Our main objective in this research is to make an accurate 
prediction for the lifetime of metallic components. 
Therefore, our problem is a prediction data mining 
problem. The overflow of prediction model is given in 
Figure 1.

Figure 1: Overflow of Prediction Model

Data mining methods are applied to all three data sets to 
build three predictors first. After that, these three
predictors can make predictions for user’s inputs. The final 
predicted life is either a multiple choice provided by three
predictors or a value combined from the outputs of three
predictors.

In order to get accurate predicted results, we have applied 
various data mining methods including Naïve Bayes, K
Nearest Neighbors (KNN), Decision Tree (DT), Neural 
Network (NN), Support Vector Machine (SVM) and M5 
Model Trees on these data sets. Naïve Bayes is a 
statistical-based algorithm. It is useful in predicting the 
probability that a sample belongs to a particular class or 
grouping (Fayyad, Piatetsky-Shapiro, & Smyth, 1995a).
KNN is based on the use of distance measures. Both DT 
(Quinlan, 1986) and NN are very popular methods in data 
mining. DT is easy to understand and better in 
classification problems while NN can not produce 
comprehensible models in general and is more efficient for 
predicting numerical target. 

Support vector machine (Vapnik, 1995) is relatively new 
method. It can solve the problem of efficient learning from 
a limited training set. M5 Model trees (Quinlan, 1992) is 
an effective learning method for predicting real values. 
Model trees, like regression trees, are efficient for large 
datasets. However, model trees are generally much smaller 
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than regression trees and prove more accurate (Quinlan, 
1992). 

All those are traditional data mining methods. We also
used bagging (Breiman, 1996) to improve the performance 
of these methods. Bagging generates multiple predictors 
and uses these to get an aggregated predictor, which has 
better performance. 

4 Experimental Results and Discussion
Although there can be many performance measures for a 
predictor such as the training time and comprehensibility, 
the most important measure of performance is the 
prediction accuracy in real-world predictive modelling 
problems (Zhang, Eddy Patuwo, & Y. Hu, 1998). For 
classification problem, prediction accuracy is defined as 
the number of correctly classified instances divided by 
total number of instances. For regression problem, 
correlation coefficient is often used to evaluate the 
performance. Correlation coefficient measures the 
statistical correlation between the predicted and actual 
values. 

Prediction Accuracy
Data set

Naive Bayes Decision Tree

Delphi Survey 30.0587% 36.217%

Holistic Model 89.744% 90.125%

Colorbond 94.728% 96.548%

Maintenance for 
Galvanized

93.138% 94.603%

Maintenance for 
Zincalume

91.904% 93.215%

Table 2: Prediction accuracy of Naïve Bayes & DT

In our data sets, all targets are continuous values. However, 
Naïve Bayes and Decision Tree implemented in Weka can 
only work for classification problem. Therefore, before 
using these two methods, all numeric attributes are 
discretized to nominal type. The average accuracy over 
10-CV of these algorithms on these data sets is reported in 
Table 2.

KNN, NN, SVM and M5 implemented in Weka can work 
for regression problem. The average correlation 
coefficients over 10-CV of these algorithms on these data 
sets are reported in Table 3.

The results in Table 2 show that for Naive Bayes and 
Decision Tree, prediction accuracy is around 90% except 
Delphi Survey. Both Naive Bayes and Decision Tree are 
not good for Delphi Survey (only 30.0587% and 36.217% 
prediction accuracy that means more than half cases are 
not classified correctly). The highest accuracy is for 
Colorbond (94.728% from Naïve Bayes and 96.548% 
from DT). Decision Tree is a very good classification 
method but seems less appropriate for estimation tasks 
where the goal is to predict the value of a continuous 
attribute. Transforming our prediction problem to 

classification problem by discretizing continuous values to 
categorical values proved not suitable on our datasets, 
especially for Delphi Survey. 

Correlation coefficient (cc)
Data set

KNN NN SVM M5

Delphi 
Survey 0.797 0.9299 0.928 0.9333

Holistic 
Model 0.9960 0.979 0.8412 0.9892

Colorbond 0.9962 1 0.9999 1

Maintenance 
for 
Galvanized

0.9915 0.9994 0.9737 0.9883

Maintenance 
for 
Zincalume

0.9886 0.999 0.9889 0.9971

Table 3: Correlation coefficient of KNN, NN, SVM & 
M5

Table 4 shows the number of classes after discretizing the 
target attribute. We can find that the numbers of classes for 
all data sets are almost same while the number of cases 
varies from 683 to 9640. There are 10 classes while only 
683 cases in Delphi Survey. Therefore, it may be the truth 
that decision tree is prone to errors in classification 
problems with many classes and relatively small training 
set. 

Data 
Set

No.
of 
cases

No. of 
target 
classes

No. of 
input 
attribu
-tes

Num-
erical 
attrib
-utes 
(%)

Catego
-rical 
attribu
-tes 
(%)

Delphi 
Survey 683 10 7 0% 100%

Holisti
c 
Model

9640 10 6 50% 50%

Colorb
ond 4780 10 13 76.92

% 23.08%

Mainte
nance
for 
Galva
nized

1297 10 12 91.67
% 8.33%

Mainte
nance 
for 
Zincal
ume

1297 9 6 83.33
% 16.67%

Table 4: Details of Data Sets

The results in Table 3 show that for KNN, NN, SVM and 
M5, very good results are achieved. Most of Correlation 
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coefficients (cc) are above 0.95. The lowest cc is 0.797 
(KNN for Delphi Survey) and the highest is 1 (NN and M5
for Colorbond). NN works very well for all data sets, 
getting very high cc for all data sets. This result proves that 
NN is very efficient for handling numerical values and 
well-suited for predicting numerical target because most 
of attributes in our data sets are numerical values (The last 
two columns of Table 4 show the percentage of numerical 
and categorical attributes. We can find that almost all data 
sets have more than 50% numerical attributes). M5 is 
learned efficiently as NN. Especially, it is better for Delphi 
Survey and Holistic Model than NN.

The results from SVM are similar to NN, but reduced more 
for Holistic Model. The results from KNN are also similar 
to NN, even better for Holistic Model. But KNN got the 
worst result for Delphi Survey. This may prove that KNN 
is quite effective if the training set is large. Because there 
are 9640 cases in Holistic Model, 4780 cases in Colorbond, 
1297 cases in maintenance while only 683 cases in Delphi 
Survey. 

From the view of each data set, Colorbond gets the best 
result. The cc from all methods for Colorbond is very high 
(The highest reaches 1 while the lowest is also 0.9962). 

The results for Delphi Survey are the worst (The highest is 
only 0.9333 while the lowest is 0.797). 

All results indicate those methods which can deal with 
continuous values directly like KNN, NN, SVM and M5 
are better than those that have to discretize continuous 
values like Naïve Bayes and DT. 

However, the interesting fact is that no one method is 
always best for all three data sets. M5 is the best method
for Delphi Survey (cc is 0.9333), KNN is the best method 
for Holistic Model (cc is 0.9960), NN and M5 are the best 
methods for Colorbond (cc is 1) and NN is the best method 
for Maintenance database (cc is 0.999). 

In next step, we experiment bagging (Breiman, 1996) to 
improve the prediction performance. Further experiments 
were performed on the best method for each data set.
Results are shown in Table 5.

Correlation coefficient
Data set M5 / KNN / 

NN
Bagged M5 / 
KNN / NN

Delphi Survey 0.9333 0.9454

Holistic Model 0.9960 0.9967

Colorbond 1 1

Maintenance for 
Galvanized 0.9994 0.9997

Maintenance for 
Zincalume 0.999 0.9995

Table 5: Results from Bagging

From the results in Table 5, we find that bigger correlation 
coefficient can be obtained using bagging for M5, KNN 
and NN. It indicates that bagging is more accurate than the 
individual predictors. 

So far, we have got five best models for our data sets. In 
order to see if the predicted service lives from different 
data sets are consistent, we choose some test cases as input 
data to produce predicted service lives from those models. 
Some examples of test cases are as follows:

1 | Windsor State school | Roof | Zincalume | Maintenance: 
Yes | Not Marine

2 | Bald Hills State School | Roof | Zincalume | 
Maintenance: Yes | Marine

3 | Beenleigh State School | Roof | Galvanized Steel | 
Maintenance: No | Not Marine

4 | Allora State School | Gutters | Galvanized Steel | 
Maintenance: Yes | Not Marine

5 | Calliope State School | Gutters | Colorbond | 
Maintenance: No | Not Marine

These test cases are in different environments (Marine or 
Not Marine), using different materials (Zincalume, 
Galvanized Steel or Colorbond) for different components 
(Roof or Gutters) with or without maintenance. They are 
selected in order to verify the predicted service lives under 
different conditions. The predicted service lives from 
different data sets for these test cases are shown in Table 6.

Because Holistic Model is only for Gutters of Galvanized 
Steel and Zincalume, Colorbond data set is only for 
Gutters of Colorbond, Maintenance data set is only for 
Roof of Galvanized Steel and Zincalume and Delphi is for 
a range of components and different materials, we 
compare the results of case 1, 2, 3 from Delphi and 
Maintenance and the results of case 4, 5 from Delphi, 
Holistic and Colorbond. From the above results, we found 
that for the first test case we got 51.877 from Delphi while 
only 29.928 from Maintenance. Similar contradiction 
happened to the fifth test case (36.64 from Delphi and 
68.786 from Colorbond).  For case 2,3,4, almost consistent 
results are achieved.

ID Delphi Mainten-a
nce Holistic Color-b

ond

1 51.877 29.928 N/A N/A

2 27.185 30.449 N/A N/A

3 35.929 26.338 N/A N/A

4 33.151 N/A 30.951 N/A

5 36.64 N/A N/A 68.786

Table 6: Predicted Service Life (years) for Test Cases

4.1 Existing Problems
Although no one method is always best for all three data 
sets, we can build independent model using the most 
suitable method for each data set. Sometimes a conflict
exists among predicted values from three predictors for a 
given situation. One example is the first and the fifth test 
cases as shown in Table 6. There are twofold reasons for 
these contradictions (1) an inconsistency exists among 
three data sets, and (2) there exists an error during the 
mining process. If the first one is the case, the 
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inconsistencies need to be fixed with an expert opinion. 
The problem also arises how to choose the most 
appropriate answer for a given situation in case of 
inconsistencies.

The expert (or knowledgeable) user will have some prior 
knowledge to indicate the right choice. However, a naive 
user will not be able to make a decision depending on the 
result of the system.

The ideal way is to do some post-processing for the 
predicted result before presenting it to users. The 
post-processing should eliminate the conflict and select a 
best answer for users from multiple choices provided by 
multiple predictors. 

Moreover, as mentioned in the data cleaning section, the 
data sets contains few missing values. The predictors are 
built based on data sets with few missing values. The user, 
however, may not be able to provide all inputs to get a 
precise answer from the use of data mining system.  A 
method to deal with incomplete and vague queries is also 
required.

4.2 Possible Solutions
A knowledge base will be built in this solution. This 
knowledge base is a set of rules which are extracted from 
three predictors built already. They should identify the 
service life of a component using a material in a location. 
The framework of this solution is shown in Figure 2. 

When the user queries the framework, the knowledge base 
is first consulted to search for matching between existing 
rules and user inputs. If user inputs are matched to a rule, 
we produce the result directly from the rule. If we can not 
find a matching rule, new data should be input into 
predictors to produce a result. Before doing this, user 
inputs should be pre-processed first for missing values. 

Although some data mining algorithms can handle missing 
values automatically, for example, they replace missing 
values using most frequent value or average value; the 
ways they are using usually are not suitable for our case. 

Case-based reasoning (Maher, Balachandran, & Zhang, 
1995) is chosen to deal with the missing values of user 
inputs in this solution because the values are very close for 
similar cases. For example, if user only provides location 
and material, we can get mass loss of this material from 
other case using the same material and get salt deposition
from other case in close location. After that, user inputs are 
fed into the predictors to produce the results. 

To deal with the conflictions in the results of the three 
independent predictors and with the rules in knowledge 
base, post-processing of results is conducted. First we 
check for the consistency of the results. If they are 
consistent, we compare them with rules in knowledge base 
to see if the results are reasonable. For example, a roof in a 
severe marine location will not last longer than one in 
benign environment, and stainless steel should last longer 
than galvanized steel etc. We check the results to see if 
they match such rules. If they are not logical, adjust the 
results according to knowledge base. Otherwise, output 
the results. 

Figure 2: Framework of Solution

If the three predictors’ results are inconsistent, the most 
reasonable (closest) result according to knowledge base is 
selected. In other words, the predictors’ results compared 
with rules in knowledge base and the illogical results are 
deleted. 

Finally, the result of each new case will be saved as a new 
rule in the knowledge base for later use. 

The key of this solution is the construction of knowledge 
base. Experience and knowledge of domain experts can 
guide to construct the knowledge base. The cases covered 
by rules in knowledge base should be as many as possible. 
As a result, this solution can be human cooperated mining 
(Cao & Zhang, 2006).

5 Conclusions and Future work
Lifetime prediction of metallic components is significant 
in civil engineering. This paper has demonstrated that it is 
possible to apply data mining methods to solve this 
problem. We compare a number of data mining methods 
on the data sets provided by our industry partners and 
analyse what kind of methods are suitable for what kind of 
data.

Firstly, traditional data mining methods like Naïve Bayes, 
Decision Tree, Neural Network, SVM and M5 etc were 
applied to build a number of independent predictors for 
each data set. The results indicate that the best method for 
predicting the service life depends on the data set used to 
train the model. Moreover, those methods which can deal 
with continuous values directly like KNN, NN and M5 are 
better than those that have to discretize continuous values 
like Naïve Bayes and Decision Tree.
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Further experiments for improving the performance were 
done on those best methods for each data set. We found the 
improvement to KNN, NN and M5 using bagging was
obvious. We also analysed the predicted service life from 
each data set using certain test cases. The testing shows 
that in some situations, inconsistent predicted results may
be presented by the data mining systems due to using three
different data sets (information) for a same test case. 

To solve this problem, we propose a possible solution. The 
key of this solution is the construction of knowledge base 
which contains a set of rules. When we evaluated the data 
mining methods, we focused on the prediction accuracy. 
However, if we need to extract rules from those models for 
building a knowledge base, we should consider the 
comprehensibility of those models. For example, we have 
found Neural Network is almost the best method for our 
data sets. However, it is very difficult to extract rules from 
Neural Network model. Moreover, what kind of rules shall 
we really need? It should be a case-based rule (eg. Contain 
many attributes like location, material etc and a service life) 
or if-else rules? Those questions should be answered by 
future research.

In summary, this study is a preliminary work. The aim of 
this paper was to explore various data mining methods to 
predict lifetime of metallic components and find a best one. 
Future research needs to prove the feasibility and 
effectiveness of the possible solution described above and 
develop a real lifetime prediction tool.
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Abstract

An increasing number of language and speech applica-
tions are gearing towards the use of texts from online
sources as input. Despite such rise, not much work
can be found in the aspect of integrated approaches
for cleaning dirty texts from online sources. This
paper presents a mechanism of Integrated Scoring
for Spelling error correction, Abbreviation expansion
and Case restoration (ISSAC). The idea of ISSAC
was first conceived as part of the text preprocessing
phase in an ontology engineering project. Evaluations
of ISSAC using 400 chat records reveal an improved
accuracy of 96.5% over the existing 74.4% based on
the use of Aspell only.

Keywords: Spelling error correction, abbreviation ex-
pansion, case restoration, dirty text, text preprocess-
ing, text cleaning

1 Introduction

The tasks of correcting spelling errors, expanding ab-
breviations and restoring cases are essential to many
language and speech applications such as text and
data mining (Castellanos 2003, Tang, Li, Cao & Tang
2005), and automatic or semi-automatic ontology en-
gineering (Maedche & Volz 2001, Xu, Kurz, Pisko-
rski & Schmeier 2002, Degeratu & Hatzivassiloglou
2002, Novacek & Smrz 2005b). These tasks are typ-
ically performed as part of the text preprocessing
phase in these applications, and are usually known
by other names such as text cleaning and text nor-
malization. Despite the importance of these clean-
ing tasks, the existing applications have been relying
on ad-hoc techniques (e.g. pattern matching, hand-
crafted rules) designed to serve individual needs when
problems arise.

Text preprocessing, especially spelling error cor-
rection, abbreviation expansion and case restoration,
is beginning to attract the attention of language and
speech applications as they gear towards using on-
line sources for textual input. Examples include cor-
porate intranet (Kietz, Volz & Maedche 2000) and
documents retrieved by search engines (Cimiano &
Staab 2005, Sanchez & Moreno 2005, Sombatsrisom-
boon, Matsuo & Ishizuka 2003, Turney 2001) for au-
tomatic or semi-automatic ontology engineering, and
chat records (Castellanos 2003) and emails (Tang
et al. 2005) for text and data mining. The qual-
ity of texts from such sources, in particular blogs,

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

emails and chat records can be extremely poor. The
constructions of sentences in blogs, emails and chat
records are filled with spelling errors, ad-hoc abbre-
viations and improper casing. As the different qual-
ity of texts will pose different requirements during
the preprocessing phase, dirty texts can be very de-
manding. With the prevalence of online sources, this
“...annoying phase of text cleaning...”(Mikheev 2002)
becomes much more important and relevant than
ever before. Accordingly, an increasing number of
researchers, particularly in the field of ontology en-
gineering (Maedche & Volz 2001, Novacek & Smrz
2005b, Novacek & Smrz 2005a), has began to acknowl-
edge the impact of the cleanliness of input on the
quality of ontology. In a text mining research, Tang
et al. (Tang et al. 2005) reported an improved terms
extraction accuracy of 38-45% (based on F1-measure)
after the input (i.e. emails) has been cleaned.

In this paper, we propose a mechanism for
Integrated Scoring for Spelling error correction,
Abbreviation expansion and Case restoration (IS-
SAC). ISSAC is built on top of the spell checker
Aspell (Atkinson 2006) for automatically correcting
spelling errors, expanding ad-hoc abbreviations and
restoring case in dirty texts (e.g. chat records). IS-
SAC makes use of six weights based on different infor-
mation sources, namely, original rank by Aspell, reuse
factor, abbreviation factor, normalized edit distance,
domain significance and general significance. Evalu-
ations performed on four different set of chat records
yield an average of 96.5% accuracy in the automatic
correction of spelling errors, expansion of ad-hoc ab-
breviations and restoration of casing.

2 Background and Related Work

Spelling error detection and correction is the task of
recognizing misspellings in texts and providing sug-
gestions for correcting the errors. For example, de-
tecting “cta” as an error and suggesting that the er-
ror be replaced with “cat”, “act” or “tac”. Hence,
it is obvious that suggestions can only be made af-
ter detecting the errors, and more information is usu-
ally required to perform a correct replacement. There
are four basic types of single-error misspelling (Chan,
He & Ounis 2005, Damerau 1964), namely, insertion
(e.g “receivee” with an extra ‘e’ ), deletion (e.g. “re-
ceiv” with the missing ‘e’ ), substitution (e.g. “re-
ceiva” where ‘a’ is supposed to be ‘e’ ) and trans-
position (e.g. “recieve” where ‘i’ and ‘e’ switched).
The task of abbreviation expansion deals with rec-
ognizing shorter forms of words (e.g. “abbr.” or
“abbrev.”), acronyms (e.g. “NATO”) and initialisms
(e.g. “HTML”, “FBI”), and expanding them to their
corresponding words1. The many-to-many relation-

1Some researchers refer to this relationship as abbreviation and

definition or short-form and long-form
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ship between abbreviations and their corresponding
expansions makes this task equally difficult. For case
restoration, improper casing in words are detected
and restored. For example, detecting the letter ‘j’
in “jones” as improper and correcting the word to
produce “Jones”.

Most of the work in detection and correction of
spelling errors, and expansion of abbreviations are
carried out separately. The single-error misspellings,
together with other more complex errors (Kukich
1992), have given rise to and shaped a wide range
of techniques since 1960s. Two of the most stud-
ied classes of techniques for detecting and correcting
spelling errors are minimum edit distance and similar-
ity key. The idea of minimum edit distance techniques
began with Damerau (Damerau 1964) and Levens-
thein (Levenshtein 1966). Damerau-Levenshtein dis-
tance is the minimal number of insertions, deletions,
substitutions and transpositions needed to transform
one string into the other. For example, to change
“wear” to “beard” will require a minimum of two op-
erations, namely, a substitution of ‘w’ with ‘b’, and
an insertion of ‘d’. Many variants were developed
subsequently such as the algorithm by Wagner & Fis-
cher (Wagner & Fischer 1974). The second class of
techniques is similarity key. The main idea behind
similarity key techniques is to map every string into a
key such that similarly spelled strings will have identi-
cal keys (Kukich 1992). Hence, the key, computed for
each spelling error, will act as a pointer to all similarly
spelled words (i.e. suggestions) in the dictionary. One
of the earliest implementation is the SOUNDEX sys-
tem by Odell & Russell (Odell & Russell 1918, Odell
& Russell 1922). SOUNDEX maps a word into a key
consisting of its first letter followed by a sequence of
numbers. For every of the remaining letter l, a num-
ber is assigned according to the rules:

0 if l ∈ {A,E, I,O, U,H,W, Y }

1 if l ∈ {B,F, P, V }

2 if l ∈ {C,G, J,K,Q, S,X,Z}

3 if l ∈ {D,T}

4 if l ∈ {L}

5 if l ∈ {M,N}

6 if l ∈ {R}

Zeros are eliminated and repeated numbers are col-
lapsed. For example, wear → w006 → w6 and
ware → w060 → w6. Since then, many improved
variants were developed such as the Metaphone and
the Double-metaphone algorithm by Philips (Philips
1990), Daitch-Mokotoff Soundex (Lait & Randell
1993) and others (Holmes & McCabe 2002).

Many work on detecting and expanding abbrevi-
ations are conducted in the realm of named-entity
recognition and word-sense disambiguation. Due to
the intensive use of abbreviations in medical texts,
most researches were initiated and tested in the
medical domain. Schwartz & Hearst (Schwartz &
Hearst 2003) presented a simple two-stage process for
extracting abbreviations and their definitions. The
first stage involves the extraction of all abbreviations
and definition candidates based on the adjacency to
parentheses. Stage two identifies the correct defini-
tion out of the many candidates for each abbrevia-
tion. The identification is based on two criteria: the
correct definition must appear in the same sentence,
and the correct definition should have no more than
min(|A|+5, |A| ∗2) words where |A| is the number of
characters in an abbreviation A. Park & Byrd (Park
& Byrd 2001) presented an algorithm based on rules

and heuristics for extracting definitions for abbrevia-
tions from texts. Some of the rules and heuristics em-
ployed for this purpose include syntactic cues, prior-
ity of rules, distance between abbreviation and defini-
tion, word casing, and the number of words and stop-
words in the definition. Pakhomov (Pakhomov 2001)
proposed a semi-supervised approach that employs a
hand-crafted table of abbreviations and their defini-
tions for training a maximum entropy classifier. Last
but not least, Sproat et al. (Sproat, Black, Chen, Ku-
mar, Ostendorf & Richards 2001) have undertaken a
project that attempts to address deficiencies in ex-
isting aproaches for various aspects in abbreviation
expansion. In particular, the project focuses on the
difficulty of normalizing text from online sources such
as newsgroups.

In the context of ontology engineering and other
related areas such as text mining, spelling errors cor-
rection, abbreviations expansion and case restora-
tion (Mikheev 2002, Lita, Ittycheriah, Roukos &
Kambhatla 2003, Mikheev 1999) are mainly carried
out as part of the text preprocessing (i.e. text clean-
ing, text filtering, text normalization) phase. A re-
view by Wong et al. (Wong, Liu & Bennamoun 2006)
shows that many existing systems require the in-
put texts to be clean and hence, the techniques for
extracting plain text from various format, correct-
ing spelling errors and expanding abbreviations be-
comes unnecessary. Ontology engineering approaches
such as Xu et al. (Xu et al. 2002), Text-to-Onto
(Maedche & Volz 2001), OntoStruct (Degeratu &
Hatzivassiloglou 2002) and OLE/BOLE (Novacek &
Smrz 2005b, Novacek & Smrz 2005a) are the few
exceptions. In a text mining approach for extract-
ing topics from chat records, Castellanos (Castellanos
2003) presented a very comprehensive list of tech-
niques for text preprocessing. In addition to the com-
mon text preprocessing tasks, the approach employs
a thesaurus, constructed using the Smith-Waterman
algorithm (Smith & Waterman 1981), for correcting
spelling errors and identifying abbreviations. Tang
et al. (Tang et al. 2005) presented a cascaded ap-
proach for cleaning emails prior to any text mining
processing. The approach is composed of four passes
including non-text filtering, paragraph normalization,
sentence normalization, and word normalization.

3 Scoring Mechanism

The idea of ISSAC was initially conceived as part of
an ontology engineering project that uses multiple on-
line sources (i.e. media articles and chat records) with
varying cleanliness. In particular, the use of chat
records as input has required us to place more ef-
fort during the text preprocessing phase. Figure 1
highlights the various spelling errors, ad-hoc abbrevi-
ations and improper casing that occur very frequently
in chat records which are not present in clean text.
ISSAC provides an integrated approach for simul-
taneously correcting spelling errors, expanding ab-
breviations and restoring cases without expert par-
ticipation. Along the same line of thought, Clark
(Clark 2003) defended that “...a unified tool is ap-
propriate because of certain specific sorts of errors”.
To illustrate this idea, consider the error word “cta”.
Do we immediately take it as a spelling error and
correct it as “cat”, or is it a problem with the letter
casing, which makes it a probable acronym? Hence, it
is obvious that the problems of spelling error, abbre-
viation and letter casing are inter-related to a certain
extent. ISSAC provides an integrated approach for
solving the three problems (i.e. spelling error correc-
tion, abbreviation expansion and case restoration) in
the following ways:
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Figure 1: Example of spelling errors, ad-hoc abbrevi-
ations and improper casing in a chat record

• Spelling error correction: The foundation for cor-
recting spelling errors is the spell checker Aspell
(Atkinson 2006). Whenever a word is considered
as an error, Aspell will provide a list of sugges-
tions for correction. This list is the key com-
ponent of ISSAC. The ability of ISSAC to find
the correct replacement will be dependent on the
quality of the suggestions.

• Abbreviation expansion: The foundation for ex-
panding abbreviations is the online abbreviation
dictionary www.stands4.com. When the scoring
process takes place and the corresponding expan-
sions for potential abbreviations are required,
www.stands4.com is consulted. A copy of the
expansion is stored in a local abbreviation dic-
tionary for future reference. The expansions for
potential abbreviations will be added to the sug-
gestion list produced by Aspell. Later, the vari-
ous weights in ISSAC will help in determining if
the error (i.e. potential abbreviation) is an ac-
tual abbreviation and that replacement should
be done using the corresponding expansion.

• Case restoration: There are two ways of restor-
ing cases using ISSAC. The first employs the in-
herent capability of Aspell to recognize proper
nouns without appropriate casing as errors. This
will allow such words to be thrown into ISSAC
for restoration. The second way is based on
the heuristic that valid words rarely appear as
acronyms, and those who do will not fit into the
surrounding context. For example, consider the
phrase with improper casing, “shipping TIME
frame”. Appearing as an independent word,
“TIME” has an equally likely chance of being
a word (with improper casing) or an acronym
for “Timed Interactive Multimedia Extensions”2.

2Source from http://www.stands4.com/bs.asp?st=time&SE=1

When the neighbouring words “shipping” and
“frame” are taken into considerations, then the
probability of “TIME” being an acronym be-
comes significantly less. Based on this idea,
words with all uppercase letters are first turned
into lowercase and then automatically disam-
biguated using ISSAC.

Prior to the scoring, each sentence in the input
text (e.g. chat record) is tokenized to obtain a list of
words T = {t1, ...tw} which will be fed into Aspell.
For each word e that Aspell considers as erroneous,
a list of ranked suggestions S is produced. The list
S is generated by Aspell based on the Metaphone
algorithm (Philips 1990) and near-miss strategy by
its predecessor Ispell (Kuenning 2006). Initially, S =
{s1,1, ..., sn,n} is an ordered list of n suggestions where
sj,i is the jth suggestion with rank i (smaller i indi-
cates higher rank). If e appears in the abbreviation
dictionary, the list S is augmented by appending all
the corresponding m expansions at the front of S as
additional suggestions, all with rank 1. In addition,
the error word e is appended at the end of S with rank
n+1. These augmentations result in an extended list
S = {s1,1, ..., sm,1, sm+1,1, ..., sm+n,n, sm+n+1,n+1},
which is a combination of m suggestions from the
abbreviation dictionary (if e is a potential abbrevi-
ation), n suggestions by Aspell, and the error word e
itself. Placing the error word e back into the list of
possible replacements serves one purpose: to ensure
that if no better replacement is available, we keep the
error word e as it is. Once the extended list S is ob-
tained, each suggestion sj,i is re-ranked using ISSAC
based on a combination of weights, including the ex-
isting rank i. The other weights include the reuse
factor RF , abbreviation factor AF , normalized edit
distance NED, domain significance DS and general
significance GS. The attempt to measure the sig-
nificance of suggestions also takes into account the
neighbouring words l (i.e. word to the left) and r (i.e.
word to the right) of error e. This is based on the as-
sumption that “...errors are isolated and surrounded
by clean context that can be used to correct the errors”
(Clark 2003). The new score for each suggestion sj,i

is defined as

NS(sj,i) = i−1 + NED(e, sj,i)

+RF (e, sj,i) + AF (sj,i)

+DS(l, sj,i, r) + GS(l, sj,i, r)

The different weights are defined in the following sub-
sections.

3.1 Normalized Edit Distance

NED(e, sj,i) ∈ (0, 1] is the normalized edit distance
obtained by normalizing the value of the minimum
edit distance between error e and suggestion sj,i. The
normalized edit distance is defined as

NED(e, sj,i) =
1

ED(e, sj,i) + 1

The minimum edit distance ED between two words
is obtained using the Wagner-Fischer algorithm
(Wagner & Fischer 1974). Wagner-Fischer distance is
preferred over other metrics because it covers multi-
error misspellings (Kukich 1992) and also accounts
for transpositions in addition to insertions, deletions
and substitutions. NED provides higher importance
to suggestions that are lexically similar to the error.
During the evaluation, this weight has shown to be
useful especially for maintaining proper nouns that
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Aspell considers as errors. For example, Aspell mis-
takenly identified “Carrollton”3 as an error and sug-
gested the replacement “Carillon”. Similarly, Aspell
suggested that “iPod” be replaced with “pod”.

3.2 Reuse Factor and Abbreviation Factor

RF (e, sj,i) ∈ {0, 1} is the boolean reuse factor for
providing more weight to suggestion sj,i that has been
previously used for correcting error e. This weight
is to ensure consistency for correcting similar errors.
Certain spelling errors in chat records are repetitive
in nature. For example, the word “received” and
“receive” are often misspelled as “recieved” and “re-
cieve” respectively. Out of the 2016 spellings errors in
an evaluation of 400 chat records, there are about 40
occurrences of “recieve” and its variants. The reuse
factor is obtained through a lookup into a history list
that consists of previous corrections. RF (e, sj,i) will
provide factor 1 if the error e has been previously
corrected with sj,i and 0 otherwise.

AF (sj,i) ∈ {0, 1} is the abbreviation factor for de-
noting that sj,i is a potential abbreviation. A lookup
into the abbreviation dictionary, AF (sj,i) will yield
factor 1 if suggestion sj,i is found to exists in the
dictionary and 0 otherwise. The abbreviation dic-
tionary is automatically updated on demand using
www.stands4.com.

3.3 Domain Significance

DS(l, sj,i, r) ∈ [0, 1] measures the domain signifi-
cance of suggestion sj,i based on its appearance in
the domain corpora. The domain significance weight
is inspired by the TF-IDF (Robertson 2004) measure
which is commonly used in Information Retrieval.
In addition to individual occurrence, the frequency
of appearance of sj,i together with its neighbouring
words l and r is also taken into consideration. The
weight is defined as

DS(l, sj,i, r) =
fsj,i

+ flsj,ir
∑m+n+1

k=1 (fsk,i
+ flsk,ir)

e−
NDsj,i

ND

where fsj,i
is the frequency of occurrence of sug-

gestion sj,i in the domain corpora and flsj,ir is the
frequency of occurrence of suggestion sj,i together
with neighbours l and r in the domain corpora.
∑m+n+1

k=1 (fsk,i
+ flsk,ir) is the sum of the frequencies

of occurrences of all individual suggestions, and of the
frequencies of occurrences of all suggestions together
with neighbours l and r in the domain corpora. ND is
the total number of documents in the domain corpora
and NDsj,i

is the number of documents in the domain
corpora that contain suggestion sj,i. The significance
of sj,i will increase proportionally to the number of
times the suggestion appears in the domain corpora.

Raising e to the power of −
NDsj,i

ND
has similar effect

as the traditional IDF (Robertson 2004), namely, as
an offset to suggestions that occur too frequently.

3.4 General Significance

GS(l, sj,i, r) ∈ [0, 1] measures the general significance
of suggestion sj,i based on its appearance in the gen-
eral collection (e.g. Goggle). The purpose of general
significance is similar to that of the domain signifi-
cance. The weight is defined as

3A city in the state of Texas. Source from
http://www.ci.carrollton.tx.us/

GS(l, sj,i, r) =
NGlsj,ir

∑m+n+1
k=1 NGlsk,ir

e
−

NGsj,iPm+n+1

k=1
NGsk,i

where NGlsj,ir is the number of documents in the
general collection that contains suggestion sj,i within
the neighbours l and r, and NGsj,i

is the number of
documents in the general collection that contains sug-
gestion sj,i alone. This weight is especially useful for
two reasons. Firstly, this weight will provide due con-
sideration for the use of proper names such as “iPod”
and “XBox” that are not part of Aspell’s dictionary.
Secondly, the contemporary use of English in areas
like business and computing has given rise to various
entirely new words that results from combinations of
existing ones. General collection of documents such
as www.google.com is the best candidate when con-
sidering the spelling for new words.

4 Evaluation and Results

Evaluations are conducted using chat records pro-
vided by 247Customer.com4. As a provider of cus-
tomer lifecycle management services, the chat records
by 247Customer.com offer a rich source of domain
information in a natural setting (i.e. conversations
between customers and agents). Consequently, these
chat records are filled with spelling errors, ad-hoc ab-
breviations, improper casing and many other prob-
lems that are considered as intolerable by many of
the existing language and speech applications. Con-
sequently, these chat records become the ideal source
for evaluating the scoring mechanism presented in
this paper. Four sets of test data, each comes in
an XML file of 100 chat records, are employed for
evaluations. Each XML file has an average of 10,000
words. The chat records and the Google search en-
gine constitutes the domain corpora and general col-
lection respectively while GNU Aspell version 0.60.4
(Atkinson 2006) is employed for detecting errors and
generating suggestions. Four evaluations are per-
formed, one for each set based on the steps described
in Algorithm 1.

Determining whether cISSACu,r and cAspellu,r is
a correct replacement for erroru,r is a delicate process
that must be performed manually. To illustrate, con-
sider the error “itme”. It is difficult to automatically
determine whether “itme” should be replaced with
“time” or “item”. Without neighbouring words, both
replacements are of equally likely nature. Appear-
ing as an error (“shipping itme frame”) in the first
evaluation, Aspell’s first choice for error1,r = itme is
cAspell1,r = item, while ISSAC ranked cISSAC1,r =
time as the replacement. It is only proper for us to
rate the replacement by Aspell as wrong given the
error’s appearance in the context of “shipping” and
“frame”. In another error (“Chad amateau <” where
< is the end-of-sentence character) in the third eval-
uation, Aspell suggested “amateur” as the most ideal
replacement while ISSAC suggested “Amateau”. As
there is no such word as “Amateau” in the dictionary,
we would be tempted to immediately rate the sugges-
tion by Aspell as correct if we did not take into con-
sideration the fact that “Chad Amateau” is a proper
name.

The evaluation of the errors and replacements are
conducted in an integrated manner. The errors are
not classified into spelling errors, ad-hoc abbrevia-
tions and improper casing. For example, should the
error “az” (“AZ” is the abbreviation for the state of

4http://www.247customer.com/
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Algorithm 1 Evaluation of ISSAC

1: input four sets of chat records CR1, CR2, CR3,
CR4

2: for each set of chat records CRu do
3: initialize EV Au, an array of triplets

(erroru,r,cISSACu,r,cAspellu,r) where
erroru,r is the rth error in the uth evalu-
ation, cISSACu,r is the correction proposed
by ISSAC for the rth error in the uth evalu-
ation, and cAspellu,r is the first suggestion
proposed by Aspell for the rth error in the uth

evaluation
4: for each sentence in CRu do
5: Tokenize the sentence to produce a set of

words T = {t1, ..., tw}
6: for each word t ∈ T do
7: if t consists of all uppercase then
8: Turn all letters in t to lowercase
9: else if t consists of all digits then

10: continue with next term
11: end if
12: Feed t to Aspell
13: if t is identified as error by Aspell then
14: initialize NSC, an array of new scores

for all suggestions for error word t
15: A set of n suggestions for word t, S =

{s1,1, ..., sn,n} is generated by Aspell
16: Append error t at the end of S
17: Perform lookup in the abbreviation dic-

tionary and retrieve all corresponding m
expansions for t

18: Append the m expansions at the front
of S

19: The additional suggestions will produce
an extended list S = {s1,1, ..., sm,1,
sm+1,1, ..., sm+n,n, sm+n+1,n+1}

20: for each suggestion sj,i ∈ S do
21: Execute ISSAC to obtain the new

score NS(sj,i)
22: Push NS(sj,i) into NSC
23: end for
24: Sort NSC in descending order
25: Form the triplets (t,NSC1,sm+1,1)

where NSC1 is the first element in
the sorted NSC (i.e. the replacement
proposed by ISSAC) and sm+1,1 is the
first suggestion by Aspell

26: Push the triplets (t,NSC1,sm+1,1) into
the array EV Au

27: else
28: continue with next term
29: end if
30: end for
31: end for
32: for each triplets (erroru,r, cISSACu,r,

cAspellu,r) in EV Au do
33: if cISSACu,r is the correct replacement for

erroru,r then
34: Rate cISSACu,r as 1
35: else
36: Rate cISSACu,r as 0
37: end if
38: if cAspellu,r is the correct replacement for

erroru,r then
39: Rate cAspellu,r as 1
40: else
41: Rate cAspellu,r as 0
42: end if
43: end for
44: end for
45: Count the number of cISSACu,r and cAspellu,r

rated as 1 for all the four evaluations EV Au=1,
EV Au=2, EV Au=3 and EV Au=4

Table 1. Accuracy of Aspell and ISSAC across four
evaluations

Evaluation 1, 

EVA u=1

Evaluation 2, 

EVA u=2

Evaluation 3, 

EVA u=3

Evaluation 4, 

EVA u=4

Average

number of correct 

replacements using 

ISSAC,

cISSAC u,r =1

97.06% 97.07% 95.92% 96.20% 96.56%

number of correct 

replacements using 

Aspell,

cAspell u,r =1

74.61% 75.94% 71.81% 75.19% 74.39%

“Arizona”) in the context of “Glendale az <” be con-
sidered as an abbreviation or improper casing? The
boundaries between the different types of dirtiness
that occur in real-world texts, especially those from
online sources, are not clear. This is the main reason
behind the increasing number of efforts that attempt
to provide techniques to handle various dirtiness in an
integrated manner (Tang et al. 2005, Mikheev 2002,
Sproat et al. 2001, Clark 2003). After a careful evalu-
ation of all replacements suggested by Aspell and by
ISSAC for all 2016 errors, we discovered a promising
improvement in accuracy using the latter. The ac-
curacy is obtained by dividing the number of errors
with correct replacement by the total number of er-
rors identified by Aspell. As shown in Table 1, the use
of the first suggestion by Aspell as replacement yields
an average of 74.4%. With the addition of the various
weights that form ISSAC, an average increase of 22%
was achieved, resulting to an improved accuracy of
96.5%.

5 Discussion

The list of suggestions and the initial ranks provided
by Aspell are integral parts of ISSAC. The achieve-
ment of an average of 74.4% accuracy by Aspell it-
self, given the extremely poor nature of the texts
shows the existing strength of the Metaphone algo-
rithm and near-miss strategy. The further average
increase of 22% in accuracy demonstrates the poten-
tial of the combined weights with regard to spelling
error correction and other related areas. In the course
of analyzing the remaining 3.5% of errors which have
been wrongfully replaced, we have discovered several
interesting points as explained below.

Firstly, half of the errors with wrong correc-
tions are actually manifestations of certain inade-
quacies that ISSAC has inherited from Aspell. In
other words, the accuracy of correction by ISSAC is
bounded by the coverage of the list of suggestions
S produced by Aspell. About 2% of wrong replace-
ments is due to the absence of the correct replace-
ment from the list of suggestions produced by Aspell.
For example, the error “dotn” in the context of “i
dotn have” was wrongfully replaced by both Aspell
and ISSAC as “do-tn” and “do tn” respectively. Af-
ter a look into the evaluation log, we realized that
the correct replacement “don’t” was not in S. In an-
other case, error “everyhitng” (as in “over everyhitng
again”) was wrongfully replaced with “overhung” and
“everyhitng” by Aspell and ISSAC respectively. In
such cases, there is no way for ISSAC to propose the
correct replacement except that error e is an abbre-
viation. If e is an abbreviation, then the correct re-
placement (i.e. expansion) would have made its way
into the extended list S as one of the first m sug-
gestions {s1, ..., sm} (i.e. all possible expansions for
potential abbreviation e).

Secondly, the use of the two immediate neighbour-
ing words l and r to inject more contextual consid-
eration into domain and general significance has con-
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tributed to the large portion of the increase in accu-
racy. This claim is based on the result of a separate
evaluation similar to those presented in the previous
section with one exception: we omit the domain DS
and general GS significance from ISSAC. A stunning
drop of accuracy was observed, with an average of
only 77%. Despite the contribution of l and r to the
overall performance of ISSAC, it is by no means fool-
proof. About 1% out of the total errors with wrong
replacement are due to two flaws related to l and r.

• In the first one, the neighbouring words them-
selves are not correctly spelled. For example,
the error “iberal” (in the context of “morel iberal
return”) is incorrectly replaced by both Aspell
and ISSAC. This is due to the low values of DS
and GS which fail to capture the actual signifi-
cance of the correct replacement (i.e. “liberal”)
with respect to the erroneous left word “morel”.
Nonetheless, as shown by the low percentage of
such flaw, this problem is not drastic. An er-
ror “gto” (in the context of “lookin gto buy”)
was correctly replaced with “to” by ISSAC even
though the left word “lookin” is erroneous.

• In the second case, the left and right words are in-
adequate. This is especially true when the errors
to be corrected are located at the start and end of
sentence. For example, there are no left and right
words for the error “winsted” in the context of
“> winsted <”. Such phenomena are the same as
not using contextual information when attempt-
ing to correct an error. In such cases, the most
popular suggestion sj,i ∈ S in both domain and
general collection will triumph. Even with one
or both neighbouring words present, incorrect re-
placement is also possible due to the indiscrimi-
native nature of the neighbours. In the example
“both ocats <”, the left word “both” does not
provide much clue as to adequately discriminate
between suggestions such as “coats”, “cats” and
“acts”. Such neighbouring words are in sharp
contrast to better ones such as “wood” as in “the
mindi wood”.

Lastly, the remaining 0.5% can be seen as anoma-
lies where ISSAC does not apply. There are two cases
for these anomalies:

• Similar to throwing a dice, the first group of
anomalies is characterized by the equally likely
nature of all the possible replacements. For ex-
ample, in the context “Janice cheung <”, the
left word is correctly spelled and has adequately
confined the suggestions to proper names even
though the right word is absent. In addition,
the correct replacement “Cheung” is present as
a suggestion sj,i ∈ S. Despite all these, both
Aspell and ISSAC decided to replace “cheung”
with “Cheng”. A look into the evaluation log re-
veals that the surname “Cheung” is as common
as “Cheng”. In such cases, the probability of
replacing e with the correct replacement is c−1

where c is the number of suggestions with ap-
proximately same NS(sj,i).

• The second group of anomalies are due to con-
trasting value of certain weights, especially NED
and i−1, that causes wrong replacements to be
made. For example, in the case “cannot chage
an”, ISSAC replaced the error “chage” with
“charge” instead of “change”. All the other
weights for “change” are comparatively higher
(i.e. DS and GS) or the same (i.e. RF , NED
and AF ) as “charge”. Such inclination indicates
that “change” is the most proper replacement

given the various cues. Nonetheless, the orig-
inal rank by Aspell for “charge” is i=1 while
“change” is i=6. As smaller i indicates higher
rank, the inverse of the original rank by Aspell
i−1 results in the plummeting of the combined
weight for “change”.

6 Conclusion and Future Work

As more and more language and speech applications
open up to the use of online sources, the need to
handle dirty texts becomes inevitable. Regardless of
whether we acknowledge this fact, the quality of out-
put and the proper functioning of such applications
are, to a certain extent, dependent on the cleanli-
ness of the input texts. Most of the existing tech-
niques for correcting spelling errors, expanding ab-
breviations and restoring cases are studied separately.
We, along with an increasing number of researchers,
have acknowledged the fact that many errors in texts
are composite in nature. As we have demonstrated
during our evaluation and discussion in this paper,
many errors are difficult to be classified as either
spelling errors, ad-hoc abbreviations or improper cas-
ing. In this paper, we presented ISSAC, an integrated
scoring mechanism that builds upon the famous spell
checker Aspell for simultaneously providing solution
to spelling errors, abbreviations and improper cas-
ing. ISSAC combines weights based on various in-
formation sources, namely, original rank by Aspell,
reuse factor, abbreviation factor, normalized edit dis-
tance, domain significance and general significance.
Four evaluations conducted over 40,000 words have
demonstrated a promising accuracy at an average of
96.5%.

Even though the idea for ISSAC was first moti-
vated and conceived within the paradigm of ontology
engineering, we see great potential in further improve-
ments and fine-tuning for a wide range of uses, espe-
cially in language and speech applications. We hope
that an integrated approach such as ISSAC will pave
the way for more research in providing a complete so-
lution for text preprocessing (i.e. text cleaning) in
general. At this moment, the various factors and
weights are considered as equally important in this
version of ISSAC. Depending on the applications or
dirtiness of the texts, changes to the existing weights
or even adding new weights may be necessary. We
are planning to vary the importance of the different
weights and fine-tune ISSAC to possibly improve the
remaining 3.5% flaws pointed out in the discussion
section. In addition, we have plans to extend the
evaluation of ISSAC using other types of data such
as news articles from online media sites. Last but
not least, the assessment of the scalability of ISSAC
in terms of runtime and accuracy using much larger
datasets will also be explored.
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Abstract

Feature Filtering is an approach that is widely used
for dimensionality reduction in text categorization.
In this approach feature scoring methods are used to
evaluate features leading to selection. Thresholding
is then applied to select the highest scoring features
either locally or globally. In this paper, we investi-
gate several local and global feature selection meth-
ods. The usage of Standard Deviation (STD) and
Maximum Deviation (MD) as globalization schemes
is suggested. This work provides a comparative study
among fourteen thresholding techniques using differ-
ent scoring methods and benchmark datasets of di-
verse nature. This includes investigation of normaliz-
ing feature scores before combining them in the global
pool. The results suggest that normalized MD out-
performs other methods in thresholding Document
Frequency (DF) scores using even and moderate di-
verse data-sets. Furthermore, the results indicated
that normalizing feature scores improves the perfor-
mance of rare categories and balances the bias of some
techniques to frequent categories.

Keywords:{Text Categorization, Thresholding
Techniques, Dimensionality Reduction, Feature Fil-
tering, Support Vector Machine}

1 Introduction

Text Categorization (TC) is the process of assigning
a given text to one or more categories. This pro-
cess is considered as a supervised classification tech-
nique, since a set of labeled (pre-classified) documents
is provided as a training set. The goal of TC is to as-
sign a label to a new, unseen, document(Yang 1995).
TC can play an important role in a wide variety
of areas such as information retrieval(Freitas-Junior,
Ribeiro-Neto, Vale, Laender & Lima 2006), news
recommendation(Antonellis, Bouras & Poulopoulos
2006), word sense disambiguation(Montoyo, Suarez,
Rigau & Palomar 2005), topic detection and
tracking(Tsay, Shih & Wu 2005), web pages
classification(Yang, Slattery & Ghani 2002, Shen,
Sun, Yang & Chen 2006), as well as any application
requiring document organization.

Text categorization can be divided into four major
stages:

1. Document pre-processing where words are
extracted from the documents and presented in

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

a form of bag of words (BOW)(Salton, Wong &
Yang 1975). Song et al. showed that perform-
ing stop word removal and stemming during the
pre-processing step may harm the performance
a little bit but it has a great effect on reduc-
ing the feature space significantly(Song, Liu &
Yang 2005).

2. Dimensionality reduction (DR): is per-
formed using either feature extraction or fea-
ture selection approaches(Sebastiani 2002). In
feature extraction, new features are gener-
ated based on complex methods such as la-
tent Semantic Indexing (LSI)(Wiener, Peder-
sen & Weigend 1995), Independent Component
Analysis(Kolenda, Hansen & Sigurdsson 2000),
and word clustering(Cohen & Singer 1999). On
the other hand, the feature selection approach
is based on selecting high-relevance features
by either filtering irrelevance features(Yang &
Pedersen 1997) or wrapping the features around
the classifier used(Kohavi & John 1997).

3. Feature Weighting where the selected fea-
tures are weighted by commonly using term
frequency inverse document frequency (tfidf)
technique(Sebastiani 2002) where tf measures
the importance of the term within the document
and idf measures the general importance of the
term(Salton & Buckley 1988). In order to handle
the diversity in document lengths, normalization
of the tfidf measure could be performed which
has proved to lead to a significant improvement
in the performance(Song et al. 2005).

4. Classification: The weighted feature set is used
to learn how to distinguish among the different
document categories. Several supervised classi-
fiers have been used in TC. Among them are De-
cision trees(Johnson, Oles, Zhang & Goetz 2002),
K-nearest neighbors(Bang, Yang & Yang 2006) ,
Naive Bayes(Peng, Schuurmans & Wang 2004),
Neural Network(Chen, Lee & Hwang 2005),
Maximum Entropy(Kazama & Tsujii 2005), and
Support Vector Machine(SVM)(Dı́az, Ranilla,
Montañes, Fernández & Combarro 2004). SVM
has been shown to be among the best performing
classifiers in TC applications(Joachims 1998, Du-
mais, Platt, Heckerman & Sahami 1998, Yang
1999, Yang, Zhang & Kisiel 2003, Li & Yang
2003, Debole & Sebastiani 2005).

DR is one of the most important challenges in
TC. This reduction is necessary to avoid overfitting,
as well as decreasing the computational resources,
storage , and the memory required to manage these
features(Sebastiani 2002, Guyon & Elisseeff 2003).
This study concentrates on the filter approach of
DR due to its simplicity compared to the other
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approach(Blum & Langley 1997, Combarro, Mon-
tanes, Diaz, Ranilla & Mones 2005). Filtering fea-
tures is performed first by applying feature scoring
methods locally to each category in the training set in
order to evaluate features. This is followed by thresh-
olding, which is performed either locally, or globally
to select the features that have the highest feature
scores(Debole & Sebastiani 2005).

This work proposes new techniques for threshold-
ing feature scores in order to address some shortcom-
ings in the existing techniques. In addition, few stud-
ies have been conducted to compare the performance
of different thresholding techniques. In order to eval-
uate the proposed thresholding techniques, a com-
parative study is conducted among these techniques
and the existing state-of-art thresholding techniques.
Since the performance of the thresholding techniques
is highly affected by the feature scoring method used,
the comparative study is performed using four high-
performing feature scoring methods and different
thresholding values. These feature scoring methods
are the Document Frequency(DF)(Yang & Pedersen
1997), Information Gain(IG)(Sebastiani 2002), Mu-
tual Information(MI)(Yang & Pedersen 1997), and
Correlation Coefficient(CC)(Ng, Goh & Low 1997).
These methods have been widely used, and have
shown to be among the top performing methods(Yang
& Pedersen 1997, Sebastiani 2002). It might be
worth noting that CC is a modification of χ2 and
has been shown to outperform it in the literature(Ng
et al. 1997, Ruiz & Srinivasan 2002). The follow-
ing sections elaborate together to show the ratio-
nal beyond the new thresholding methods as well as
their performance evaluation using different bench-
mark data-sets.

2 Thresholding Policies for Feature Filtering

Thresholding is an important issue in performing fea-
ture selection using the filter approach. After apply-
ing feature scoring methods to each category, thresh-
olding is performed to select the final set of features
that represents the training set. Selection is done ac-
cording to either (a) a local policy, or (b) a global
policy. In the local policy, thresholding is applied lo-
cally on each category to compose the final represen-
tative feature set(Dı́az et al. 2004). While a global-
ization scheme is performed to extract a single global
score for features in the global policy. Then, features
with the highest global scores are selected(Yang &
Pedersen 1997). Figure 1 illustrates the difference
between local and global thresholding policies.

2.1 The local policy

Several researchers have suggested usage of a local
policy, where a different set of features is chosen from
each category independent on other categories. The
local policy tends to optimize the classification pro-
cess for each category by selecting the most relevant
features in that category.

Local selection policy was used by(Apté, Damerau
& Weiss 1994) where a local dictionary of the most
important words in each topic was used. They then
selected from each category the words that matched
the category dictionary. However, using local dic-
tionaries suffers from being a domain-dependent and
language-dependent approach. Alternatively, Lewis
and Ringuette selected the top IG features from each
category(Lewis & Ringuette 1994). On the other
hand, an implementation to local feature extraction
was proposed by(Wiener et al. 1995) where they ap-
plied LSI on each category separately. An extension
to the usage of the local strategy was presented by(Ng

(a) Fixed Local thresholding

(b) Global thresholding

Figure 1: Local and Global Thresholding
et al. 1997) where they applied this policy to three
feature scoring methods, namely DF, CC, and χ2.

The previous approaches select the same number
of features from each category. In this work we re-
fer to this policy as the fixed local approach (FLo-
cal). On the other hand, Soucy and Mineau(Soucy
& Mineau 2003), proposed selecting features in pro-
portion to the category distribution, or what can be
considered a weighted local approach (WLocal). The
rational behind this approach is that in highly-skewed
datasets the ratio among words of frequent and infre-
quent categories maybe very large. Hence, selecting
the same number of features from both distributions
may degrade the performance.

In (Forman 2004), Forman proposed a similar idea
to fixed local thresholding, which he called round-
robin. In this approach features are selected from
each class in a round-robin manner. Additionally,
Forman proposed another idea for local thresholding
called rand-robin. In this method, the next class to
select features from is determined randomly by a pro-
cess that is controlled by the probability of the class
distribution. This seems very similar to the idea of
WLocal. However, one drawback of rand-robin is that
in highly-skewed datasets it might not select any doc-
ument from rare-categories. This is due to its random
nature in selection, which depends on the category
probability.

2.2 The global policy

As an alternative to the local policy, the global pol-
icy aims at providing a global view of the training set
by extracting a global score from local feature scores.
Thresholding is then applied to these global scores,
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where features with the highest global score are re-
tained. Yang and Pedersen(Yang & Pedersen 1997)
used Maximization (Max) and Weighted Averaging
(WAvg) for extracting global scores from χ2 and
MI. Additionally, they used Averaging (Avg) for
DF and IG. Calvo and Ceccatto proposed the us-
age of Weighted Maximum (WMax), where features
are weighted by the category probability(Calvo &
Ceccatto 2000). Equations 1, 2, 3, and 4 provide the
mathematical definitions of Avg, Max, WAvg, and
WMax respectively.

FAvg(wk) =
∑M

i=1 f(wk, ci)
M

(1)

FMax(wk) =
M

max
i=1

{f(wk, ci)} (2)

where f(wk, ci) is the score of the word wk w.r.t. the
category ci, and M is number of categories in the
training set.

FWAvg(wk) =
∑M

i=1 p(ci)f(wk, ci)
M

(3)

FWMax(wk) =
M

max
i=1

{p(ci)f(wk, ci)} . (4)

2.3 Proposed Thresholding techniques

Feature scoring methods such as the DF, have an in-
herent biased to frequent categories. Similarly global
techniques such as the Max or Avg tends to select
features that are biased to frequent categories. More-
over, weighting the feature scores based on the cat-
egory probability increases this bias and is excepted
to degrade the performance mainly in the classifica-
tion of rare categories. These rare categories may
have high importance and their number maybe large
especially in highly skewed datasets. Alternatively,
we propose normalizing feature scores before apply-
ing the globalization scheme in order to enhance the
classification process of rare categories and balance
the bias of feature scoring methods such as DF. Ac-
cordingly, Normalized Average (NAvg), and Normal-
ized Maximization (NMax) are defined as shown in
equations 5, and 6 respectively:

FNAvg(wk) =

∑M
i=1

f(wk,ci)
p(ci)

M
(5)

FNMax(wk) =
M

max
i=1

f(wk, ci)
p(ci)

. (6)

However, an interesting question that arises is how
to define a good feature. It is usually assumed to be
the feature that has the maximum or the maximum
average score in the training set. As a matter of fact,
when using a feature scoring method such as DF,
this definition is rendered inappropriate. Based on
this definition, the features that exist in all categories
with the same DF will be considered as good features.
However, a good feature is the one that has a score
in one category that is substantially different from its
score in all other categories. In order to identify such
features, we propose the usage of the Standard De-
viation (STD) as a globalization scheme. STD gives
an estimated measure of how diverse the data is from
the mean. Although intuitively the STD should cap-
ture good features, as opposed to the Max and Avg,
it has its shortcomings. To illustrate this, suppose
that a certain feature w1 occurs in only one category
with DF= x while another feature w2 occurs in two
categories with the same DF=x. According to the
definition of a good feature w1 should be considered
better than w2. When using DF as a scoring method,
the mean of w2 will be higher than the mean of w1.
Accordingly, the STD of w2 will be greater than the

STD of w1 since the scores of w2 will be more diverse
from its mean. In order to overcome this pitfall, we
propose the Maximum Deviation (MD) as a global-
ization scheme. Contrary to the STD, MD gives an
estimation of how diverse is the data from the Max
which makes it closer to realize the definition of a
good feature compared to the STD. Equations 7, and
8 show the mathematical definitions of the STD, and
MD respectively.

FSTD(wk) =

√∑M
i=1 [f(wk, ci)− fAvg(wk)]2

M
. (7)

FMD(wk) =

√∑M
i=1 [f(wk, ci)− fMax(wk)]2

M
. (8)

Accordingly, Weighted STD (WSTD), Normalized
STD (NSTD), Weighted MD (WMD), and Normal-
ized MD (NMD) could be systematically defined.

2.4 Comparative studies of Thresholding
Techniques

Table 1 provides a summary of different studies
conducted to evaluate the performance of current
thresholding techniques. The comparisons among
the Max and WAvg performed by(Yang & Pedersen
1997, Galavotti et al. 2000) indicated that using the
Max is better than WAvg. However, the two mea-
sures used in these experiments, MicroF1 and 11-
averaging point, are mainly affected by the perfor-
mance of frequent categories especially in a highly
skewed dataset such as Reuters-21578. The study
performed by(Calvo & Ceccatto 2000) took MacroF1
into consideration which is a measure of the per-
formance of rare categories. However, the conclu-
sion of this study contradicted the results of(Yang
& Pedersen 1997, Galavotti et al. 2000) in MicroF1
despite using the same dataset.

While the previous three studies used only Reuters
dataset in the evaluation, Soucy and Mineau(Soucy
& Mineau 2003) used four different datasets and four
feature scoring methods. However, they reported only
the best performance achieved for each dataset re-
gardless of the feature scoring method and thresh-
old value used. Additionally, the evaluation mea-
sure used in this study, MicroF1 , does not gener-
ally affected by the performance of rare categories.
The study of(Forman 2004) was conducted using dif-
ferent small threshold values and nineteen different
datasets. However, the results reported were only the
average performance of the experiments conduct on
these datasets. Both studies however fall short of pre-
senting the complete picture required to determine
the most suitable thresholding techniques for differ-
ent datasets. Dı́az et. al.(Dı́az et al. 2004) presented
a comparison between FLocal and Avg. Although
this study didn’t evaluate the WLocal or even the
traditional Max, however, it supported the results
of(Soucy & Mineau 2003, Forman 2004) that local
thresholding maybe better than global thresholding.

In order to avoid the pitfalls of these studies, in
this work we present a comparative study among the
proposed thresholding techniques and the existing six
techniques. This study is conducted using different
threshold values, different feature scoring methods,
and datasets of diverse natures. The results of this
study are reported using MicroF1 and MacroF1 in
order to evaluate the performance of frequent and rare
categories.
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Table 1: A Summary of Comparative Studies among Thresholding Techniques

Scoring Methods Datasets Conclusions

Yang IG, χ2 Reuters-21578 11-average point:
and Pedersen(Yang & Pedersen 1997) Max > WAvg

Galavotti et. al.(Galavotti, Sebastiani & Simi 2000) Simplified χ2 Reuters-21578 MicroF1:
Max > WAvg

Calvo and Ceccatto(Calvo & Ceccatto 2000) χ2 Reuters-21578 MicroF1:
WAvg, WMax > Max
MacroF1:
Max,WAvg > WMax

Soucy and Mineau(Soucy & Mineau 2003) IG, DF Reuters-21578 MicroF1:
χ2, lingSpam, DigiTrad, FLocal > WLocal > Max
Cross Entropy Ohsumed

Forman(Forman 2004) IG, χ2 19 datasets IG (MacroF1):
FLocal > WLocal > Max > Avg
χ2 (MacroF1):
FLocal > Max > Avg > WLocal

Dı́az et al.(Dı́az et al. 2004) IG, tf Reuters-21578, Recall and Precision:
, tfidf Ohsumed FLocal > Avg

3 Experimental Setup

Three different data-sets were used in this study, they
are the 20 Newsgroups Collection (20NG)1(Joachims
1997), Ohsumed data-set2 (Joachims 1998, Combarro
et al. 2005), and Reuters-21578 ModeApté split3
(Reuters(90))(Joachims 1998). For the Ohsumed
dataset, the first 20,000 documents with abstracts
published in 1991 were considered which resulted in
23 categories. The first 10,000 have been used as
training set and the rest as test set.

While 20NG is an evenly distributed data-set,
Ohsumed data-set can be considered as a moderate
diverse data-set. Ohsumed has 23 categories where
the largest category has about 1800 document and the
smallest one has 65 documents. On the other hand,
Reuters (90) can be considered as a highly diverse
dataset as it has about 30 categories whose number
of documents is below 10.

The F1 measure is used as an effective measure.
F1 was first proposed as a measure of effectiveness in
TC by Lewis(Lewis & Ringuette 1994). MicroF1 and
MacroF1 tests are two measures based on F1. The
MacroF1 test equally weights all categories, and thus
it is influenced by the performance of rare categories.
On the other hand, MicroF1 test equally weights all
the documents, and therefore it is affected by the per-
formance of frequent categories(Yang 1999).

4 Results

The study compares the performance of six fea-
ture thresholding techniques, namely Averaging
(Avg), Maximization (Max), Fixed Local (FLocal),
Weighted Local (WLocal) in addition to our pro-
posed techniques Standard Deviation (STD), and
Maximum Deviation (MD). The globalization tech-
niques are evaluated using the original, weighted,
and normalized scores. This amounts to fourteen
thresholding methods evaluated using four feature
scoring methods. In this study we apply classifi-
cation using the SV M light(Joachims 1999)4. The
experimental results are evaluated using 20 news
group (20NG), Ohsumed, and Reuters-21578 Mod-
eAptè (Reuters(90)) data-sets. In the following, we
will focus on the evaluation of the thresholding tech-
niques for each data-set separately.

1The 20 Newsgroups and the bydate split can be found at
http://people.csail.mit.edu/people/jrennie/20Newsgroups

2Ohsumed is available http://trec.nist.gov/data/t9 filtering/.
3Reuters-21578 is available at

http://www.daviddlewis.com/resources/testcollections/reuters21578/.
4SV M light is publicly published at

http://svmlight.joachims.org.

4.1 20NG Data-set

Since the 20NG dataset is an evenly distributed data-
set, the MicroF1 and MacroF1 values match. There-
fore, only the results of MicroF1 are reported in Fig-
ure 2. Additionally, due to the equal distribution
of categories in the data-set, weighting or normaliz-
ing feature scores will not be of value since all the
categories have the same probability. Therefore, the
evaluated thresholding techniques on this data-set are
limited to only the Avg, Max, STD, MD and FLocal.
The following observations can be seen from the re-
sults:
• The results show that the MD has a limited im-

provement when using DF as a scoring method,
especially noticeable at low threshold values. On
the hand, FLocal has the best performance com-
pared to the remaining methods.

• Generally, the Max, and MD exhibit an almost
identical performance in feature scoring methods
except DF. As a matter of fact, the correlation
between the feature sets they produce show a
high similarity, generally above 90%. This is due
to the fact that these scoring methods take into
account the relevance of the feature in the cate-
gory under investigation and other categories in
the training set. Therefore, using either the Max,
or MD tends to attain nearly the same set of fea-
tures. This is an expected result since these scor-
ing methods follow from the rational of a good
feature.

• Generally, FLocal shows a performance superior
to the Max and MD in thresholding feature scor-
ing methods except DF. This is due to the di-
versity in the number of good features from one
category to the other. Therefore, globalization
schemes such as the Max, or MD tend to be bi-
ased to certain categories in accordance to the
number of good features they include. On the
other hand, FLocal is an unbiased technique that
forces the selection of the same number of fea-
tures from all the categories.

• The MD is usually slightly better than the STD
which shows the potential of MD to capture dis-
criminative features.

• The Avg thresholding technique exhibits the
worst performance since it sums the scores of the
features across categories and hence it tends to
select non-discriminative features.

4.2 Ohsumed Data-set

Tables 2, and 3 show the performance of MicroF1,
and MacroF1 for the Ohsumed data-set respectively.
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Figure 2: MicroF1 of the 20NG using Thresholding Techniques (a) CC, (b) DF, (c) IG, and (d) MI
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Analyzing these results we can make the following
observations:

• NMD achieves the best MicroF1 and MacroF1
in thresholding DF scores.

• For CC, MI, and IG, FLocal has the best perfor-
mance for MacroF1. On the other hand, WLocal
is better than FLocal considering the MicroF1
and small threshold values. However, starting at
a certain threshold, the performance of FLocal
almost matches that of WLocal. This threshold
differs from one scoring method to the other.

• Consistent with the results from the 20NG, the
MD and Max show a high degree of similarity in
performance when thresholding the CC, IG, and
MI.

• The poor performance of the Avg in threshold-
ing DF scores is not surprising. Selecting the
highest average DF features at small threshold
values tends to retain the features that exist in
all categories. These features are not useful to
discriminate among categories.

• Generally, weighting the scores performs poorly
compared to both the original and normalized
scores. On the other hand, normalizing scores is
better than using the original score at the macro
level, since it adds bias to rare categories.

4.3 Reuters(90) Data-set

Figures 3, and 4 illustrate the performance of
MicroF1, and MacroF1 for the Reuters (90) dataset
respectively. Due to space limitations, we reduced the
figure to include only the best six thresholding tech-
niques(MD, Max, NMD, NMax, FLocal and WLocal).
The analysis of the performance of these techniques
yields the following observations:

• The performance of NMD and NMax is very
poor specially for small threshold values. Since
Reuters(90) is a highly skewed dataset, normaliz-
ing scores will be highly biased to rare categories
at small threshold values.

• At the micro level, MD, Max, FLocal, and WLo-
cal have similar performance with a limited supe-
riority of WLocal at small threshold values due
to the added bias to frequent categories.

• At the macro level, one can conclude that the
WLocal is the best method in thresholding IG
and MI at threshold values greater than 1%. It
is surprising to observe that the WLocal is gen-
erally better than the FLocal on the macro level.
This is despite the fact that the FLocal allows the
selection of more features from rare categories.
Examining the F1 of individual categories shows
that FLocal in fact slightly enhances the per-
formance of rare categories. However, WLocal
enhances the performance of frequent categories
significantly as it selects more features due to
the highly skewed nature of Reuters(90). Since
MacroF1 , as mentioned in section ??, gives the
same weight to all categories , the WLocal is gen-
erally better than the FLocal in thresholding IG
and MI.

• On the other hand, FLocal is the best method
considering the CC and DF for threshold values
less than 7.5%. Beyond this threshold, WLocal
outperforms FLocal. Using WLocal in thresh-
olding CC and DF scores in small threshold val-
ues leads to a selection of a very small number

of features from rare categories. If the scoring
method used is not in itself a high-performing
scheme, then adding these limited number of se-
lected features will not be enough to discriminate
rare categories. This argument is asserted by ex-
amining the F1 of individual categories.

5 Conclusions

In this study we propose performing global feature
selection using the Standard Deviation (STD) and
Maximum Deviation (MD). In order to balance the
bias of some scoring features to frequent categories,
we suggest normalizing feature scores before apply-
ing the globalization scheme. We conducted a com-
parative study using our new techniques and state-
of-art thresholding techniques. The study was per-
formed using four feature scoring methods and vari-
ous datasets of different nature.

Generally, localization techniques are better than
globalization methods, which supports the results ob-
tained by(Soucy & Mineau 2003, Dı́az et al. 2004,
Forman 2004). Additionally, localization techniques
are much faster since thresholding is done on each
category individually as opposed to the whole train-
ing set. Furthermore, there might be a possibility
to perform thresholding on local categories indepen-
dently in parallel, which may help speedup the pro-
cess of dimensionality reduction. With the exception
of the DF scoring method, FLocal is the best thresh-
olding method in even distributed data-set and gen-
erally moderate diverse data-set. On the other hand,
WLocal is the best in the MicroF1 and some cases of
the MacroF1 of highly diverse data-set. Furthermore,
WLocal achieves a performance that is either better
than or equivalent to that of FLocal in the MicroF1
of moderate diverse data-set.

MD shows an enhancement in the performance of
thresholding using the DF as a scoring method in an
even data-set. Normalized MD shows also potential
in improvement the performance of moderate diverse
data-set and large threshold values of highly diverse
data-set. However, MD has a performance similar to
the Max in all other feature scoring methods.

Generally, the MD outperforms STD in most
cases. This supports that MD is more efficient in
identifying good features. On the other hand, the
Avg shows a poor performance comparable to other
thresholding techniques. This is in consistent with
the results of (Yang & Pedersen 1997, Galavotti
et al. 2000).

Normalizing the features scores before applying
the globalization method shows also an enhancement
in the MacroF1 of moderate diverse data-set. How-
ever, when using IG and MI in highly-skewed data-
sets, the performance does not match that of the orig-
inal unmodified score.

As a general conclusion, the results suggest the us-
age of MD in an even distributed data-set and NMD
for a moderate diverse data-set for thresholding DF
scores. For methods except DF, the results recom-
mend FLocal for even data-set. Furthermore, WLocal
should be used in moderate diverse data-set in case
that frequent categories are more important and the
number of desired features is small. Otherwise, FLo-
cal is recommended. However for a highly skewed
data-set, WLocal is recommended for IG and MI as
it generally enhances the classification of both fre-
quent and rare categories. Additionally, WLocal is
suggested for CC and DF if frequent categories are
more important while FLocal is recommended for rare
ones.
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Table 2: MicroF1 of the Ohsumed data-set

Avg MD Max STD Local

% Metric Avg WAvg NAvg MD WMD NMD Max WMax NMax STD WSTD NSTD Flocal WLocal

0.5

CC

0.193 0.248 0.150 0.375 0.299 0.366 0.377 0.299 0.365 0.356 0.311 0.347 0.380 0.413

1 0.277 0.289 0.242 0.444 0.356 0.416 0.455 0.354 0.424 0.420 0.407 0.411 0.447 0.457

1.5 0.328 0.326 0.298 0.488 0.420 0.460 0.487 0.406 0.453 0.456 0.445 0.438 0.490 0.505

2.5 0.441 0.392 0.358 0.530 0.472 0.528 0.537 0.472 0.534 0.509 0.488 0.504 0.542 0.546

5 0.511 0.448 0.456 0.571 0.546 0.574 0.573 0.539 0.579 0.559 0.543 0.558 0.584 0.585

7.5 0.552 0.484 0.503 0.587 0.568 0.589 0.589 0.569 0.596 0.581 0.569 0.581 0.601 0.596
10 0.567 0.514 0.527 0.596 0.580 0.600 0.599 0.589 0.603 0.592 0.583 0.595 0.604 0.602

0.5

DF

0.000 0.062 0.000 0.349 0.251 0.423 0.277 0.243 0.381 0.298 0.255 0.391 0.385 0.395
1 0.141 0.177 0.089 0.389 0.293 0.486 0.378 0.293 0.444 0.379 0.315 0.458 0.455 0.430

1.5 0.370 0.356 0.384 0.431 0.324 0.507 0.402 0.334 0.491 0.406 0.329 0.498 0.485 0.477
2.5 0.370 0.356 0.384 0.494 0.401 0.548 0.486 0.401 0.526 0.481 0.418 0.529 0.527 0.516
5 0.485 0.471 0.475 0.544 0.513 0.591 0.544 0.515 0.574 0.541 0.510 0.576 0.573 0.557

7.5 0.534 0.520 0.534 0.575 0.541 0.604 0.576 0.541 0.596 0.574 0.538 0.591 0.597 0.576
10 0.553 0.547 0.556 0.592 0.561 0.605 0.589 0.559 0.600 0.585 0.565 0.601 0.601 0.586

0.5

IG

0.480 0.445 0.432 0.493 0.445 0.441 0.493 0.445 0.441 0.491 0.444 0.438 0.486 0.505

1 0.520 0.495 0.493 0.537 0.504 0.501 0.535 0.504 0.501 0.530 0.504 0.500 0.532 0.553

1.5 0.545 0.533 0.529 0.562 0.531 0.524 0.562 0.531 0.525 0.558 0.533 0.529 0.567 0.578

2.5 0.580 0.553 0.563 0.598 0.565 0.560 0.596 0.566 0.561 0.603 0.566 0.566 0.605 0.603

5 0.606 0.590 0.595 0.628 0.593 0.592 0.627 0.592 0.608 0.625 0.598 0.601 0.629 0.628

7.5 0.610 0.603 0.600 0.633 0.612 0.615 0.633 0.612 0.617 0.629 0.613 0.619 0.635 0.630

10 0.611 0.606 0.607 0.633 0.620 0.622 0.632 0.620 0.624 0.633 0.622 0.625 0.636 0.632

0.5

MI

0.470 0.400 0.274 0.483 0.400 0.435 0.484 0.399 0.436 0.470 0.404 0.431 0.475 0.495

1 0.520 0.459 0.410 0.525 0.476 0.490 0.523 0.478 0.491 0.514 0.474 0.488 0.518 0.535

1.5 0.551 0.489 0.469 0.543 0.504 0.518 0.543 0.503 0.518 0.536 0.498 0.511 0.562 0.563

2.5 0.587 0.536 0.524 0.582 0.537 0.551 0.585 0.539 0.555 0.568 0.531 0.565 0.595 0.592

5 0.616 0.583 0.591 0.610 0.573 0.604 0.610 0.577 0.608 0.602 0.571 0.600 0.620 0.617

7.5 0.624 0.603 0.610 0.617 0.592 0.611 0.616 0.595 0.614 0.611 0.592 0.609 0.621 0.621

10 0.625 0.608 0.610 0.620 0.604 0.614 0.622 0.607 0.616 0.612 0.598 0.610 0.623 0.618

Table 3: MacroF1 of the Ohsumed data-set

Avg MD Max STD Local

% Metric Avg WAvg NAvg MD WMD NMD Max WMax NMax STD WSTD NSTD Flocal WLocal

0.5

CC

0.108 0.083 0.145 0.195 0.093 0.269 0.198 0.093 0.274 0.176 0.119 0.203 0.273 0.273

1 0.154 0.099 0.225 0.289 0.162 0.326 0.295 0.154 0.339 0.239 0.216 0.265 0.362 0.316
1.5 0.202 0.127 0.285 0.329 0.226 0.372 0.333 0.202 0.369 0.275 0.246 0.318 0.395 0.365
2.5 0.304 0.185 0.331 0.381 0.291 0.427 0.391 0.272 0.434 0.333 0.289 0.396 0.444 0.407
5 0.391 0.246 0.422 0.429 0.375 0.482 0.429 0.353 0.488 0.417 0.366 0.470 0.499 0.465

7.5 0.439 0.302 0.463 0.464 0.409 0.498 0.467 0.415 0.506 0.451 0.414 0.491 0.517 0.482
10 0.455 0.341 0.480 0.473 0.440 0.517 0.481 0.449 0.519 0.479 0.438 0.503 0.521 0.497

0.5

DF

0.000 0.018 0.000 0.160 0.067 0.332 0.084 0.065 0.242 0.112 0.067 0.254 0.272 0.230
1 0.041 0.049 0.023 0.205 0.098 0.393 0.197 0.097 0.344 0.199 0.118 0.353 0.359 0.274

1.5 0.109 0.095 0.098 0.238 0.127 0.422 0.214 0.135 0.387 0.220 0.130 0.396 0.392 0.332
2.5 0.185 0.159 0.208 0.304 0.196 0.462 0.300 0.196 0.430 0.295 0.218 0.427 0.440 0.389
5 0.310 0.276 0.320 0.379 0.336 0.511 0.379 0.336 0.488 0.375 0.331 0.485 0.490 0.435

7.5 0.374 0.349 0.401 0.440 0.386 0.524 0.441 0.386 0.510 0.436 0.368 0.503 0.514 0.460
10 0.405 0.390 0.442 0.470 0.416 0.521 0.466 0.412 0.514 0.462 0.412 0.514 0.518 0.477

0.5

IG

0.310 0.244 0.342 0.360 0.239 0.371 0.360 0.239 0.371 0.340 0.244 0.366 0.405 0.390
1 0.391 0.283 0.409 0.421 0.286 0.448 0.418 0.287 0.448 0.414 0.289 0.446 0.457 0.445

1.5 0.413 0.355 0.448 0.456 0.336 0.478 0.454 0.336 0.478 0.453 0.352 0.483 0.508 0.476
2.5 0.463 0.372 0.492 0.500 0.388 0.513 0.497 0.389 0.515 0.504 0.391 0.518 0.546 0.500
5 0.510 0.444 0.523 0.554 0.429 0.537 0.548 0.429 0.546 0.546 0.432 0.540 0.561 0.549

7.5 0.517 0.478 0.520 0.555 0.469 0.548 0.555 0.469 0.549 0.553 0.478 0.550 0.566 0.552
10 0.517 0.488 0.523 0.558 0.486 0.549 0.555 0.488 0.552 0.553 0.503 0.549 0.562 0.553

0.5

MI

0.295 0.192 0.281 0.317 0.192 0.359 0.317 0.192 0.364 0.303 0.196 0.356 0.397 0.386
1 0.387 0.242 0.372 0.396 0.266 0.422 0.395 0.266 0.424 0.359 0.265 0.412 0.446 0.427

1.5 0.425 0.261 0.413 0.418 0.287 0.462 0.419 0.286 0.462 0.407 0.285 0.445 0.498 0.448
2.5 0.471 0.334 0.473 0.468 0.349 0.495 0.473 0.350 0.499 0.445 0.340 0.501 0.528 0.488
5 0.521 0.410 0.520 0.520 0.406 0.534 0.520 0.410 0.538 0.505 0.404 0.528 0.548 0.532

7.5 0.533 0.464 0.529 0.530 0.436 0.538 0.530 0.440 0.538 0.519 0.440 0.531 0.548 0.540
10 0.537 0.477 0.530 0.534 0.466 0.536 0.534 0.468 0.536 0.521 0.458 0.527 0.545 0.535
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Figure 3: MicroF1 of the Reuters(90) data-set using the Thresholding Techniques (a) CC, (b) DF, (c) IG, and
(d) MI
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Figure 4: MacroF1 of the Reuters(90) data-set using Thresholding Techniques (a) CC, (b) DF, (c) IG, and
(d) MI
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Abstract

Supervised text classification is the task of automat-
ically assigning a category label to a previously un-
labeled text document. We start with a collection of
pre-labeled examples whose assigned categories are
used to build a predictive model for each category.
In previous research, incorporating semantic features
from the WordNet lexical database is one of many
approaches that have been tried to improve the pre-
dictive accuracy of text classification models. The
intuition is that words in the training set alone may
not be extensive enough to enable the generation of
a universal model for a category, but through Word-
Net expansion (i.e., incorporating words defined by
various relationships in WordNet), a more accurate
model may be possible. In this paper, we report
preliminary results obtained from a comprehensive
study where WordNet features, part of speech tags,
and term weighting schemes are incorporated into
two-category text classification models generated by
both a Naive Bayes text classifier and an SVM text
classifier. We characterize the behaviour of these
classifiers on fifteen document collections extracted
from the Reuters-21578, USENET, DigiTrad, and 20-
Newsgroups text corpora. Experimental results show
that incorporating WordNet features, utilizing part
of speech tags during WordNet expansion, and term
weighting schemes have no positive effect on the ac-
curacy of the Naive Bayes and SVM classifiers.

Keywords: text classification, WordNet lexical
database

1 Introduction

Text classification, the task of automatically assign-
ing a category label to a previously unlabeled doc-
ument, has been the focus of much recent research
(de Buenaga Rodriguez, Gomez-Hidalgo & Diaz-
Agudo 1997), (Hotho & Bloehdorn 2004), (Jensen &
Martinez 2000), (Joachims 1998), (Kehagias, Petridis,
Kaburlasos & Fragkou 2003), (Lewis 1998), (Mansuy
& Hilderman 2006), (Peng & Choi 2005), (Rosso, Fer-
retti, Jiminez & Vidal 2004), (Scott & Matwin 1998),
(Tan, Wang & Lee 2002), (Wiebe & O’Hara 2003).
When performing supervised text classification, we
use a collection of pre-labeled examples to build a
predictive model for each distinct category contained
in the examples. The classification accuracy we ob-

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff, and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

serve on the previously unlabeled documents largely
depends on the quality of the training sets we have
used to build the category models. That is, if the
training information for a category model is sparse,
then we can expect the category model to be a poor
representation of the category, and the classification
accuracy to be poor. Similarly, a training set may
not necessarily be sparse, but it can contain impor-
tant word relationships that a simple vector of words
is not capable of modeling.

In an attempt to address the issue of related con-
cepts in text classification models, a number of re-
searchers have previously incorporated features de-
rived from word relationships in the WordNet lexical
database (de Buenaga Rodriguez et al. 1997), (Hotho
& Bloehdorn 2004), (Jensen & Martinez 2000),
(Kehagias et al. 2003), (Mansuy & Hilderman 2006),
(Peng & Choi 2005), (Rosso et al. 2004), (Scott &
Matwin 1998). WordNet is a database of words con-
taining a semantic lexicon for the English language
that organizes words into groups called synsets (i.e.,
synonym sets) (Miller 1995). A synset is a collec-
tion of synonymous words linked to other synsets ac-
cording to a number of different possible relationships
between the synsets (e.g., is-a, has-a, is-part-of, and
others). When building a category model for a docu-
ment, words related to a feature already in the model
(and satisfying some desired WordNet relationship)
are extracted from the WordNet database and incor-
porated into the model (called WordNet expansion).

In addition to incorporating related concepts to
increase accuracy, other approaches have been con-
sidered. One of these approaches considers part
of speech tags associated with words contained in
a document (Jensen & Martinez 2000), (Scott &
Matwin 1998). Since some words in the English lan-
guage can have multiple meanings depending upon
how and where they are used in a sentence, the part of
speech may be relevant to a classification task. Word-
Net provides facilities for extracting only those words
associated with a particular part of speech through
tags assigned to words in the source document.

Another approach that has been considered effec-
tive for increasing accuracy is feature or term weight-
ing (Kehagias et al. 2003). Term weighting is used to
determine the relative importance or impact that a
word contributes to the overall category model. That
is, it determines the degree to which a word helps in
distinguishing the category label.

In this paper, we attempt to address some of the
uncertainty around the utilization of WordNet in text
classification tasks by characterizing the behaviour
that can be expected in a variety of situations. We
evaluate the effect of incorporating different combi-
nations of WordNet features, part of speech tags, and
term weighting schemes in two-category text classifi-
cation models generated by both a Naive Bayes text
classifier and an SVM text classifier. We character-
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Synset(pup)

 syn={dog}

 hypr={canine}

 hypo={Terrier,black}

 mero={claws,teeth}

 holo={pack,litter}

Synset(dog)

 syn={pup}

 hypr={canine}

 hypo={Terrier,black}

 mero={claws,teeth}

 holo={pack,litter}

Synset(cat)

 syn={kitten}

 hypr={feline}

 hypo={Persian,black}

 mero={claws,teeth}

 holo={litter}

Figure 1: Sample synsets

 dog  pup  litter

 Persian

 black

 Terrier

 canine

 teeth

 pack

 claws

 cat

Doc1 Doc2 Doc3 Doc4 Doc5

Label=Pets

Figure 2: Sample documents

ize the behaviour of these classifiers on fifteen docu-
ment collections extracted from the Reuters-21578,
USENET, DigiTrad, and 20-Newsgroups text cor-
pora.

The remainder of this paper is organized as fol-
lows. In the Section 2, we briefly describe how Word-
Net relationships can be used to augment category
models. In Section 3, we review related work. In Sec-
tion 4, we present experimental results from a com-
prehensive series of classification tasks. In Section 5,
we discuss areas of future work that need to be con-
sidered within the context of using WordNet in text
classification tasks. We conclude in Section 6, with a
summary of our findings.

2 Background

In WordNet, synsets are connected according to a
number of lateral, hierarchical, and compositional re-
lationships. In this work, we are concerned with the
relationships defined between noun synsets, which we
now review, as follows. A synonym is a lateral rela-
tionship where a concept X is similar to a concept Y

(i.e., an X is a Y and a Y is an X). A hypernym
is a hierarchical relationship where a concept Y is a
superclass of a concept X (i.e., every X is a kind of
Y ). A hyponym is a hierarchical relationship where
a concept X is a subclass of a concept Y (i.e., a Y

includes every X). A meronym is a compositional
relationship where a concept X is a component of a
concept Y (i.e., an X is part of Y ). A holonym is a
compositional relationship where a concept Y has a
concept X as a component (i.e., a Y has an X).

To illustrate the general approach to text classi-
fication incorporating WordNet features, we present
a simple, representative classification task. Sample
synsets for the concepts pup, dog, and cat are shown
in Figure 1 and sample documents are shown in Fig-
ure 2. In Figure 1, the sample synsets are connected
to other synsets by the various WordNet relation-
ships. In Figure 2, the documents are shown to con-
tain keywords that will be used to facilitate classifi-
cation. Doc1 is the only labeled document and repre-
sents the training set. Our task is to attempt to au-
tomatically assign a category label to Doc2 through
Doc5.

We begin by attempting to classify the doc-
uments without incorporating WordNet features.
Without WordNet features, CategoryModel (Pets)
= 〈dog〉. Since dog is not found in 〈Words (Doc2),
Words (Doc3), Words (Doc4), Words (Doc5)〉, we
are unable to classify any of the documents.

We now consider situations where WordNet fea-
tures are incorporated. For example, when incorpo-
rating synonyms, we have CategoryModel (Pets) =
〈dog, pup〉. That is, from the dog synset in Fig-
ure 1, we extract the synonym pup and add it to the
category model for Pets. In this case, pup is found
in 〈Words (Doc2)〉, so Label (Doc2) = Pets. The
synonym relationship enabled the classification of a
document that did not refer to any concepts found in
the training set, but did contain a similar concept.

Similarly, to assign the same category label
to documents that refer to more specific con-
cepts, hyponyms can be incorporated. For ex-
ample, when incorporating synonyms and hy-
ponyms, we have CategoryModel (Pets) = 〈dog,
pup, Terrier, black〉. Since pup is found in 〈Words
(Doc2)〉, black is found in 〈Words (Doc3)〉, and
Terrier is found in 〈Words (Doc4)〉, then Label
(Doc2) = Label (Doc3) = Label (Doc4) = Pets.

3 Related Work

WordNet has been applied to a variety of prob-
lems in machine learning, natural language process-
ing, information retrieval, and artificial intelligence
(WordNet 2005). In this section, we discuss a num-
ber of relevant contributions that describe approaches
to incorporating WordNet semantic features into text
classifiers.

One of the first efforts toward the integration of
WordNet features into a text classifier is described
in (de Buenaga Rodriguez et al. 1997). Here it is
proposed that accuracy may be increased if the cat-
egory model for a document is expanded by incorpo-
rating WordNet synonyms of the category label. In
this work, since the number of features actually in-
corporated by WordNet expansion was small, manual
word sense disambiguation was used to determine the
correct word sense. To evaluate their approach, Roc-
chio and Widrow-Hoff classification algorithms were
used. It was found that accuracy, in general, was
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Table 1: The 15 Document Collections Used
No. of No. of

Corpora Category 1 Documents Category 2 Documents

USENET Micro 163 Neuro 117
USENET Taxes 170 History 79
Reuters-21578 Corn 168 Wheat 221
Reuters-21578 Livestock 113 Gold 134
DigiTrad Marriage 200 Murder 224
Digitrad Politics 194 Religion 238
20-Newsgroups Atheism 200 Graphics 200
20-Newsgroups PC 200 Macintosh 200
20-Newsgroups Cryptography 200 Medicine 200
20-Newsgroups MS Windows 200 X Windows 200
20-Newsgroups Automobiles 200 Baseball 200
20-Newsgroups Motorcycles 200 Guns 200
20-Newsgroups Hockey 200 Religion 200
20-Newsgroups Mideast 200 Electronics 200
20-Newsgroups Space 200 Forsale 200

increased by incorporating synonyms, and, in partic-
ular, was increased when the number of categories in
the training documents was sparse.

In (Scott & Matwin 1998), an approach is de-
scribed where all words found in a document are
considered for WordNet expansion rather than just
the category label. Here, however, both synonyms
and hypernyms of a category label are incorporated
into the category model. A different representation
of a category model is proposed where the features
actually correspond to WordNet synsets rather than
words. No word sense disambiguation is done in this
approach, rather all senses of a word are incorporated
into the category model. Using the RIPPER classi-
fication algorithm for evaluation of their approach,
results were mixed, showing both statistically signifi-
cant increases and decreases on various document col-
lections.

A similar approach incorporating both synonyms
and hypernyms is proposed in (Jensen & Martinez
2000). Noting that words in a synset are organized in
occurrence frequency order, in their approach to word
sense disambiguation, they only select the most likely
sense for incorporation into the category model. Co-
ordinate Matching, TF*IDF, and Naive Bayes classi-
fication algorithms were used to evaluate their ap-
proach, where different combinations of synonyms,
hypernyms, and bigrams were incorporated into the
category models. They found that incorporating hy-
pernyms into category models is almost always ap-
propriate.

The work described in (Kehagias et al. 2003) eval-
uates the merits of modeling senses as features rather
than words. The Brown Semantic Corpus, a docu-
ment collection whose words have been tagged with
the correct word sense, is used such that only synsets
corresponding to the features found in the document
are incorporated into the category model. Conse-
quently, hypernyms are not incorporated in this ap-
proach. Of course, word sense disambiguation is not
necessary since the document collection has previ-
ously been tagged with the correct sense. They used
MAP, Naive Bayes, and k−NN classifiers to evaluate
their approach. An increase in accuracy was obtained
on most document collections considered. However,
the increases were small, leading the authors to con-
clude that the benefits from using their approach are
marginal.

The application of WordNet as an ontology in
text classification problems is explored in (Hotho &
Bloehdorn 2004). Their approach incorporates both
synonyms and hypernyms in the category model.
Three different word sense disambiguation strategies
are studied in their approach. These include strate-
gies incorporating all senses and the most likely sense.
A third strategy, context, measures the degree of over-
lap of different WordNet features in relation to how

close these features occur to one another in the doc-
ument being classified. Using an AdaBoost classifier,
an increase in accuracy is reported on most document
collections considered.

In (Rosso et al. 2004), an approach is proposed
whereby vector of words in a category model are re-
placed with a vector of WordNet synsets. Manual
word sense disambiguation is done before classifica-
tion. A k−NN classifier showed an increase in accu-
racy on most document collections considered.

An approach is proposed in (Peng & Choi 2005)
where synonyms, hypernyms, and hyponyms are in-
corporated into a category model as well as features
found in the document. Category models attempt to
capture the relationship between synsets rather than
simply measuring the density of the various Word-
Net features. A variation of the most likely sense
disambiguation strategy is used where the frequency
of each sense in the context of the document collec-
tion is considered before WordNet expansion. Us-
ing a TF*IDF classifier where only hypernyms are
incorporated into a category model, increases in accu-
racy on particular document collections are obtained
that greatly exceed those reported by any other au-
thors. However, the methodology seems simplistic
and is not well-documented (e.g., was 10-fold cross-
validation used, for instance), so the reported results
are suspect.

4 Experimental Results

We implemented a text classifier shell that can incor-
porate the various WordNet features into a category
model. It was constructed so that the classification
algorithm and other features can be configured at run
time. The shell was implemented in Visual C++ Ver-
sion 6.0 and run under Windows XP on an IBM com-
patible PC with a 3.0 GHz Pentium 4 processor and
1 GB of memory. The Naive Bayes and SVM algo-
rithms that we used are part of the Weka 3.4 open
source software issued under the GNU General Pub-
lic License.

4.1 Document Collections

The classification tasks were run on 15 different doc-
ument collections drawn from four different text cor-
pora: Reuters-21578, USENET, DigiTrad, and 20-
Newsgroups. These particular document collections
have been used extensively in previous text classifi-
cation studies (e.g., see Related Work). The 15 doc-
ument collections are shown below in Table 1. In
Table 1, the Corpora column describes the origin of
the corresponding document collections, the Category
1 and Category 2 columns describe a single semantic
label attached to documents in the dataset, and the
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Table 2: Relative Change in Accuracy from Incorporating Synonyms, Hypernyms, Hyponyms, Meronyms, and
Holonyms using the Naive Bayes Classifier

Dataset Base Syn Syn+Hypr Syn+Hypo Syn+Mero Syn+Holo

Livestock/Gold 97.02 -0.38 +1.23 -2.06 0.00 +0.53
Micro/Neuro 61.07 +0.57 +5.26 -1.25 -1.53 -0.73
Murder/Marriage 75.72 0.00 -1.27 -2.11 -2.84 -1.00
Political/Religion 80.13 +1.23 -1.16 -5.03 -1.83 +0.05
Taxes/History 87.81 -0.71 -1.60 -16.34 -19.58 -3.11
Wheat/Corn 75.53 +0.60 -3.57 -4.09 +2.14 +0.83
Atheism/Graphics 89.00 +1.25 +3.00 -8.25 -1.00 +0.75
PC/Mac 71.50 -0.50 -3.50 -4.25 0.00 +0.75
Crypt/Medicine 87.75 -0.75 +0.25 -10.25 -1.75 +0.75
MS Win/X Win 67.25 -1.25 -6.25 -4.75 -2.00 -0.50
Autos/Baseball 91.50 -0.25 +1.50 -3.00 -3.25 +1.00
Motorcycles/Guns 87.00 +3.00 +4.00 -6.00 0.00 +2.25
Hockey/Religion 96.00 -1.25 -3.75 -8.25 -6.75 -1.75
Mideast/Electro 90.75 +1.00 +1.50 -9.25 -2.00 +1.00
Space/Forsale 79.75 -1.75 -2.00 -7.50 -3.25 -1.00

Table 3: Relative Change in Accuracy from Incorporating Synonyms, Hypernyms, Hyponyms, Meronyms, and
Holonyms using the SVM Classifier

Dataset Base Syn Syn+Hypr Syn+Hypo Syn+Mero Syn+Holo

Livestock/Gold 97.07 +0.41 +0.41 -3.58 -0.89 +0.02
Micro/Neuro 64.14 -1.67 +0.14 +0.12 +0.91 -1.22
Murder/Marriage 83.40 -1.29 -0.36 -1.68 -2.04 -0.36
Political/Religion 82.44 -0.26 +1.85 -4.23 -0.79 +0.84
Taxes/History 71.97 +2.14 +5.84 +8.11 +6.26 +1.85
Wheat/Corn 84.77 +1.16 +0.94 -1.05 +1.30 +2.07
Atheism/Graphics 92.75 +0.25 -0.25 -4.25 -1.25 0.00
PC/Mac 76.75 -0.75 -2.00 -8.75 -3.50 -2.00
Crypt/Medicine 83.50 -0.75 0.00 -1.50 -0.85 +0.50
MS Win/X Win 81.75 +0.25 +1.50 -2.75 -0.75 +1.00
Autos/Baseball 93.50 +0.25 -1.00 -3.00 -0.25 +0.50
Motorcycles/Guns 89.25 +0.50 +1.00 -1.50 +1.25 +0.75
Hockey/Religion 99.75 0.00 0.00 0.00 0.00 +0.00
Mideast/Electro 96.25 -1.25 -4.00 -3.75 -3.75 -1.75
Space/Forsale 88.50 +0.75 +0.50 -2.25 -1.00 +1.00

No. of Documents columns describes the number of
documents assigned to the corresponding category.

The USENET and 20-Newsgroups text corpora are
collections of postings to newsgroups. A document
is assigned a category based upon the newsgroup to
which it is posted. The Reuters-21578 text corpora is
a collection of Reuters news stories where a story is
assigned to a category based upon the specific topic
of the story. The DigiTrad text corpora is a collection
of folk song lyrics. A song is assigned to a category
based upon the theme of the song. The documents
contained in each category consist of a randomly se-
lected subset of documents selected from the original
corpora.

4.2 Methodology

Text classification in this, and other work, is typi-
cally a two-step process. In the first step, a category
model for each category in a corpus of labeled training
documents is built. In the second step, a classifica-
tion algorithm compares unlabeled documents to the
learned category model to assign a category label to
the unlabeled documents.

In text classification, the characteristics of the en-
vironment under which an algorithm is run, can affect
the results. For example, something as simple as us-
ing a different stoplist can affect the accuracy results
generated by two otherwise identical text classifica-
tion tasks. In this work, all text classification tasks
were run according to the following general criteria:

• The same stoplist was used all runs and the corre-
sponding words were removed from the training
and evaluation sets for each run.

• 10-fold cross validation was used was used for
each run.

• Accuracy was calculated as the number of cor-
rect classifications divided by the total number

of classifications.

• If it was determined that a document was equally
likely to belong to either category (i.e., a tie), this
was considered an incorrect classification.

• A word is considered any sequence of alphabetic
characters surrounded by non-alphabetic charac-
ters such as spaces, numbers, and punctuation.

• A word is always converted to its morphological
base using the WordNet morphword function.

For each series of runs, the accuracy obtained for
various configurations of the classifier is compared to
the accuracy obtained by a “base” classifier (i.e., one
whose configuration remains fixed). In the “base”
classifier, when part of speech tags were available,
only nouns were used for WordNet expansion, all
WordNet queries returned the most likely sense of a
word, and term frequency weighting was used.

4.3 The Effect of WordNet Features

In this section, we present the results obtained from
a series of runs where the effect of incorporating the
various WordNet features into the category models for
the Naive Bayes and SVM classifiers was evaluated.
Incorporating synonyms, hypernyms, and hyponyms
into category models has previously been found to in-
crease accuracy in some cases (de Buenaga Rodriguez
et al. 1997), (Hotho & Bloehdorn 2004), (Jensen &
Martinez 2000), (Kehagias et al. 2003), (Peng & Choi
2005), (Rosso et al. 2004), (Scott & Matwin 1998).
We were the first to extend the use of WordNet
in text classification by considering meronyms and
holonyms (Mansuy & Hilderman 2006). In (Mansuy
& Hilderman 2006), we found that incorporating
these features into category models increases accu-
racy in some cases.
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Table 4: Relative Change in Accuracy With and Without Part of Speech Tags using the Naive Bayes Classifier
Syn Syn+Hypr Syn+Hypo Syn+Mero Syn+Holo

Dataset Base POS No POS POS No POS POS No POS POS No Pos POS No POS

Livestock/Gold 97.02 -0.38 -0.38 +1.23 +0.77 -2.06 -2.13 0.00 +0.39 +0.53 +0.77
Micro/Neuro 61.07 +0.57 -0.45 +5.26 +4.49 -1.25 -2.32 -1.53 -1.05 -0.73 -1.96
Murder/Marriage 75.72 0.00 -1.38 -1.27 +0.16 -2.11 -2.22 -2.84 -3.34 -1.00 -2.91
Political/Religion 80.13 +1.23 +0.05 -1.16 +1.60 -5.03 -5.99 -1.83 -2.05 +0.05 -0.39
Taxes/History 87.81 -0.71 +0.04 -1.60 -6.47 -16.34 -18.07 -19.58 -19.58 -3.11 -2.81
Wheat/Corn 75.53 +0.60 +1.31 -3.57 -1.78 -4.09 4.14 +2.14 +3.30 +0.83 +1.00

Table 5: Relative Change in Accuracy With and Without Part of Speech Tags using the SVM Classifier
Syn Syn+Hypr Syn+Hypo Syn+Mero Syn+Holo

Dataset Base POS No POS POS No POS POS No POS POS No Pos POS No POS

Livestock/Gold 97.07 +0.41 +0.41 +0.41 -0.05 -3.58 -1.59 -0.89 -0.89 +0.02 +0.41
Micro/Neuro 64.14 -1.67 -2.61 +0.14 +0.43 +0.12 -2.36 +0.91 +0.12 -1.22 -2.30
Murder/Marriage 83.40 -1.29 -0.79 -0.36 +0.87 -1.68 -0.86 -2.04 -1.31 -0.36 +0.69
Political/Religion 82.44 -0.26 -0.48 +1.85 +1.72 -4.23 -2.31 -0.79 -0.21 +0.84 -0.87
Taxes/History 71.97 +2.14 +3.28 +5.84 +4.54 +8.11 +5.38 +6.26 +7.27 +1.85 +2.98
Wheat/Corn 84.77 +1.16 +1.70 +0.94 +1.79 -1.05 +2.27 +1.30 +2.87 +2.07 +3.32

The accuracy obtained using the Naive Bayes and
SVM classifiers with each combination of WordNet
feature is shown below in Tables 2 and 3. In Tables 2
and 3, the Base column describes the accuracy ob-
tained when no WordNet features are incorporated
into the classifier. The Syn, Syn+Hypr, Syn+Hypo,
Syn+Mero, and Syn+Holo columns describe the rela-
tive difference in accuracy obtained when the various
WordNet features are incorporated. For example, in
Table 2, the accuracy obtained for Micro/Neuro in the
Syn+Hypr column is 66.33, which we show as relative
increase of +5.26 over the 61.07 shown in the Base
column. In all of the results that follow, columns
shown in bold represent a significant difference in ac-
curacy from those obtained by the base classifier. The
Wilcoxon Signed Rank Test was used to determine
statistical significance using a 90% level of significance
(i.e., α = 0.10) and a null hypothesis that there is no
difference between medians (i.e., a two-tailed test).

In Table 2, the Syn+Hypo and Syn+Mero columns
show a statistically significant decrease in accu-
racy from the Base classifier. The accuracy in the
Syn+Hypo column decreased for all 15 datasets. In
the Syn+Mero column, accuracy decreased for 11 of
the 15 datasets, remained the same for three, and in-
creased for one. In Table 3, the Syn+Hypo column
shows a statistically significant decrease in accuracy
from the Base classifier. The accuracy decreased in 12
of the 15 datasets, remained the same in one and in-
creased in two. There was no statistically significant
difference between the accuracy of the Base classifier
and the accuracy shown in any of the other columns.

In previous work by other authors, where syn-
onyms and hypernyms are incorporated in RIP-
PER (Scott & Matwin 1998), AdaBoost (Hotho &
Bloehdorn 2004), Naive Bayes (Jensen & Martinez
2000), (Kehagias et al. 2003), and k−NN (Kehagias
et al. 2003), (Rosso et al. 2004) classifiers, they sug-
gest that these WordNet features will increase the ac-
curacy of the classifiers, but their results are not val-
idated statistically. In (Kehagias et al. 2003), where
synonyms and hypernyms are incorporated into both
a Naive Bayes and a k−NN classifier, it is suggested
that while these WordNet features usually result in
an increase in accuracy, the increases are not large
enough to justify the additional complexity.

The results reported in the previous paragraph are
contrary to our results showing that, generally across
many datasets, incorporating synonyms and hyper-
nyms (and synonyms and holonyms) can be expected
to make no difference in the accuracy obtained from
a Naive Bayes classifier. Further, incorporating syn-
onyms and hyponyms, and synonyms and meronyms
can be expected generally, to decrease accuracy across

many datasets.
As far as the authors of this paper know, there

is no previous research incorporating WordNet fea-
tures of any kind into an SVM classifier, other
than some preliminary work reported in (Mansuy &
Hilderman 2006). Consequently, there are no com-
parative results available. However, based on our re-
sults alone, incorporating combinations of synonyms
and hypernyms, meronyms, and holonyms can be ex-
pected to make no difference in the accuracy obtained
from an SVM classifier, and synonyms and hyponyms
can be expected to decrease accuracy.

4.4 The Effect of Part of Speech Tags

In this section, we present the results obtained from
a series of runs where the effect of part of speech
tags were evaluated. WordNet provides facilities for
returning only those terms relevant to the part of
speech in which a word occurs in the text docu-
ment. Part of speech tags were available in only six of
the 15 datasets: Livestock/Gold, Micro/Neuro, Mur-
der/Marriage, Politics/Religion, Taxes/History, and
Wheat/Corn.

The accuracy obtained using the Naive Bayes and
SVM classifiers, with and without utilizing the part
of speech tags from the six datasets, is shown be-
low in Tables 4 and 5. In Tables 4 and 5, the
columns have the same meaning as previously de-
scribed. The POS and No POS columns describe
the relative difference in accuracy from incorporat-
ing WordNet features with and without utilizing part
of speech tags, respectively. The values in the POS
columns of Tables 4 and 5 contain the same values as
shown in the Syn, Syn+Hypr, Syn+Hypo, Syn+Mero,
and Syn+Holo columns in Tables 2 and 3, respec-
tively, because part of speech tags (when available)
were part of the base configuration. These values are
repeated here for reader convenience.

In Tables 4 and 5, there is no significant differ-
ence between the accuracy of the classifiers, whether
part of speech tags are utilized or not, and the base
classifiers, except in the Syn+Hypo No POS column,
where a statistically significant decrease in accuracy
was observed.

While part of speech was considered in some
previous work (Jensen & Martinez 2000), (Scott &
Matwin 1998), it is not clear or explicitly stated in
other work whether part of speech tags were uti-
lized (de Buenaga Rodriguez et al. 1997), (Hotho &
Bloehdorn 2004), (Kehagias et al. 2003), (Peng &
Choi 2005), (Rosso et al. 2004), (Wiebe & O’Hara
2003). As far as the authors of this paper know,
there is no previous research evaluating the accuracy
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Table 6: Relative Change in Accuracy for Boolean and Term Frequency Weighting Schemes using the Naive
Bayes Classifier

Base Syn Syn+Hypr Syn+Hypo Syn+Mero Syn+Holo

Dataset BW TW BW TW BW TW BW TW BW TW BW TW

Livestock/Gold 99.23 97.02 -0.84 -0.38 +0.77 +1.23 -8.43 -2.06 -0.39 0.00 0.00 +0.53
Micro/Neuro 64.85 61.07 +4.26 +0.57 +7.39 +5.26 +0.49 -1.25 +4.92 -1.53 +4.72 -0.73
Murder/Marriage 85.34 75.72 -0.28 0.00 -0.59 -1.27 -11.34 -2.11 -5.80 -2.84 -0.39 -1.00
Political/Religion 86.60 80.13 +0.26 +1.23 -0.09 -1.16 -8.86 -5.03 -4.75 -1.83 +0.13 +0.05
Taxes/History 93.23 87.81 +2.98 -0.71 +3.15 -1.60 -19.54 -16.34 -11.85 -19.58 -1.30 -3.11
Wheat/Corn 86.60 75.53 +1.09 +0.60 -0.81 -3.57 -10.70 -4.09 +2.26 +2.14 +3.48 +0.83
Atheism/Graphics 95.00 89.00 0.00 +1.25 -0.25 +3.00 -14.25 -8.25 +0.25 -1.00 +0.25 +0.75
PC/Mac 81.00 71.50 -3.50 -0.50 -3.00 -3.50 -14.25 -4.25 -4.75 0.00 -2.25 +0.75
Crypt/Medicine 90.00 87.75 +0.25 -0.75 +0.75 +0.25 -9.00 -10.25 -2.50 -1.75 0.00 +0.75
MS Win/X Win 81.50 67.25 -1.75 -1.25 -5.25 -6.25 -15.75 -4.75 -5.25 -2.00 -2.75 -0.50
Autos/Baseball 96.25 91.50 +0.25 -0.25 +0.50 +1.50 -5.00 -3.00 -3.00 -3.25 -0.50 +1.00
Motorcycles/Guns 92.75 87.00 +0.25 +3.00 -1.25 +4.00 -11.50 -6.00 -2.25 0.00 -0.25 +2.25
Hockey/Religion 100.00 96.00 0.00 -1.25 -0.50 -3.75 -12.25 -8.25 -0.50 -6.75 0.00 -1.75
Mideast/Electro 89.50 90.75 +0.25 +1.00 0.00 +1.50 -6.50 -9.25 +1.75 -2.00 +1.00 +1.00
Space/Forsale 88.50 79.75 -1.00 -1.75 -5.00 -2.00 -8.25 -7.50 -2.75 -3.25 -2.00 -1.00

Table 7: Relative Change in Accuracy for Boolean and Term Frequency Weighting Schemes using the SVM
Classifier

Base Syn Syn+Hypr Syn+Hypo Syn+Mero Syn+Holo

Dataset BW TW BW TW BW TW BW TW BW TW BW TW

Livestock/Gold 100.00 97.07 0.00 +0.41 0.00 +0.41 -0.46 -3.58 0.00 -0.89 0.00 +0.02
Micro/Neuro 66.10 64.14 +0.29 -1.67 -0.57 +0.14 -1.62 +0.12 +1.51 +0.91 +3.18 -1.22
Murder/Marriage 87.84 83.40 -0.64 -1.29 -0.66 -0.36 -3.00 -1.68 -2.48 -2.04 -1.28 -0.36
Political/Religion 82.18 82.44 +0.09 -0.26 +0.58 +1.85 -4.24 -4.23 -0.87 -0.79 -0.82 +0.84
Taxes/History 93.40 71.97 +1.13 +2.14 -6.09 +5.84 -4.54 +8.11 -0.76 +6.26 +0.54 +1.85
Wheat/Corn 96.98 84.77 +0.63 +1.16 -0.71 +0.94 -1.39 -1.05 -0.68 +1.30 +0.17 +2.07
Atheism/Graphics 94.00 92.75 -0.50 +0.25 +0.75 -0.25 -2.25 -4.25 -1.50 -1.25 -0.50 0.00
PC/Mac 82.75 76.75 -3.75 -0.75 -6.00 -2.00 -9.25 -8.75 -4.50 -3.50 -3.25 -2.00
Crypt/Medicine 91.25 83.50 -0.50 -0.75 +2.25 0.00 -2.75 -1.50 -0.25 -0.85 -0.25 +0.50
MS Win/X Win 88.25 81.75 -1.00 +0.25 -3.50 +1.50 -7.00 -2.75 -2.00 -0.75 -0.75 +1.00
Autos/Baseball 94.00 93.50 0.00 +0.25 0.00 -1.00 -4.00 -3.00 -2.50 -0.25 +0.50 +0.50
Motorcycles/Guns 91.75 89.25 +0.75 +0.50 +3.75 +1.00 +0.50 -1.50 0.00 +1.25 +1.00 +0.75
Hockey/Religion 99.75 99.75 0.00 0.00 +0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Mideast/Electro 93.75 96.25 -5.75 -1.25 -0.25 -4.00 -7.00 -3.75 -4.75 -3.75 -6.75 -1.75
Space/Forsale 91.75 88.50 -0.50 +0.75 -1.75 +0.50 -1.25 -2.25 -1.00 -1.00 -0.50 +1.00

of Naive Bayes and SVM classifiers utilizing part of
speech tags. But again, based on our results alone,
utilizing part of speech tags can be expected to make
no difference to the Naive Bayes or SVM classifiers.

4.5 The Effect of Term Weighting Schemes

In this section, we present the results obtained from
a series of runs where the effect of term weighting
schemes was evaluated. During WordNet expansion,
the importance of each term added to a category
model is represented by a value called its weight. Here
we evaluate Boolean weighting and term frequency
weighting schemes.

Boolean weighting considers only the occurrence
or non-occurrence of a word in a document, with no
regard to the number of times the word actually oc-
curs. Thus, with Boolean weighting, all words are
considered to have equal importance. In contrast,
term frequency weighting not only considers the oc-
currence of a word in a document, it also considers
how often the word occurs.

The accuracy obtained using the Naive Bayes and
SVM classifiers, and the two term weighting schemes
is shown in Tables 6 and 7. In Tables 6 and 7, the
columns have the same meaning as previously de-
scribed. The BW and TW columns describe the rela-
tive difference in accuracy for the Boolean weighting
and term frequency weighting schemes, respectively.
The values in the TW columns of Tables 6 and 7. con-
tain the same values as shown in the Syn, Syn+Hypr,
Syn+Hypo, Syn+Mero, and Syn+Holo columns in Ta-
bles 2 and 3, respectively, because term frequency
weighting is part of the base configuration. Again,
these are repeated here for reader convenience.

In Tables 6 and 7, there is a statistically signifi-
cant decrease in accuracy in the Syn+Hypo BW and
Syn+Mero BW columns for both the Naive Bayes

and SVM classifiers. The statistically significant dif-
ference in the Syn+Hypo TW and Syn+Mero TW
columns for both classifiers is simply repeating the
results shown in Tables 2 and 3. Although not shown
in bold to avoid confusion, in Tables 6 and 7, there
is a statistically significant increase in accuracy in
the Base BW in relation to the Base TW column.
Some of the increases are quite large (e.g., 21.43% for
Taxes/History in Table 7).

5 Discussion and Future Work

The results reported in the previous section contra-
dict the results previously reported by others. In an
effort to understand why, further analysis is currently
ongoing and we hope to soon have a precise explana-
tion supported by solid empirical evidence. In the
meantime, we speculate on possible factors, as fol-
lows.

• Word Sense Disambiguation: The lack of an
intelligent word sense diambiguation scheme is
a potential source for increasing classification er-
ror. For example, the default scheme used in this
work was the most likely sense. However, in each
case where the most likely sense is not the cor-
rect sense (i.e., the sense being used in the text is
some other sense), then this will result in poor in-
formation being added to the model. The worst
case scenario would occur when two documents
belonging to different classes use different senses
of the same word. In this case, information being
added to the models has the potential to actually
reduce the discriminating power of the classifier.

• Context: The context within which a WordNet
feature is added to a model could be a potential
source of problems. That is, since WordNet can
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be considered a general ontology for English, it
does not contain any domain-specific knowledge.
For example, in an agricultural context, the con-
cept field should have a strong relationship to
other agricultural concepts related to a field. But
in baseball, the concept field has a strong re-
lationship to a totally different set of concepts.
However, WordNet is not able to capture this
kind of domain-specific knowledge. Thus, even
if WordNet does model a concept accurately for
one class, this can be offset by a poor model for
the other class.

• Feature Weighting: WordNet does not pro-
vide a feature weighting scheme. However, an
attempt at feature weigthing was addressed in
(Jensen & Martinez 2000), where a hypernym
feature was weighted according to the depth
in which it occurred in the WordNet hierarchy.
When WordNet is used to augment a classifica-
tion task, many features are generally added to a
model. However, these features are being added
only for those words in a document that can
be found in the WordNet hierarchy. For exam-
ple, features like diamond, ball, and bat could be
added to a model dealing with baseball, while not
adding features for related proper nouns (that
WordNet does not contain) like Babe Ruth and
Yankee Stadium. Proper nouns like these can
be quite descriptive, but eventually, their rela-
tive discriminative power may be overwhelmed in
the model by all the WordNet features. Perhaps
a weighting scheme that gives special weight to
features that don’t exist in WordNet should be
investigated.

• Feature Selection: A feature selection scheme
that prevents the loss in accuracy from adding
too many poor WordNet features may be appro-
priate for reducing classification error. For exam-
ple, adding many features to a model increases
the number of dimensions in a classification prob-
lem. In many cases, such as when adding a very
general hypernym, the feature space represented
by each model is likely to overlap on those dimen-
sions related to the general hypernym, making
the model less discriminative.

6 Conclusion

We evaluated the effect on accuracy of incorporating
features from WordNet relationships, part of speech
tags, and term weighting schemes. We found that
incorporating the various WordNet features and part
of speech tags had no statistically significant positive
effect on the accuracy of the Naive Bayes and SVM
classifiers. Similarly, in combination with the various
WordNet features, there was no statistically signifi-
cant positive effect on accuracy for either the Boolean
or term frequency weighting schemes. However, there
was a statistically significant increase for Boolean
weighting in relation to term frequency weighting.
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Abstract

Traditional bag-of-words model and recent word-
sequence kernel are two well-known techniques in the
field of text categorization. Bag-of-words representa-
tion neglects the word order, which could result in less
computation accuracy for some types of documents.
Word-sequence kernel takes into account word order,
but does not include all information of the word fre-
quency. A weighted kernel model that combines these
two models was proposed by the authors [1]. This pa-
per is focused on the optimization of the weighting pa-
rameters, which are functions of word frequency. Ex-
periments have been conducted with Reuter’s data-
base and show that the new weighted kernel achieves
better classification accuracy.

Keywords: Bag-of-words Kernel, Word-sequence
Kernel, Weighted Kernel Model, Text Categorization

1 Introduction

Text categorization is the task of assigning documents
into predefined categories (classes), specified by their
topics. For example, the documents might be news
items and the classes might be national news, sports
news and business news. Documents are classified
based on their content[2]. As documents are charac-
terized by the words that appear in each document,
they are firstly transformed into a representation that
is suitable for the classification task. Then learning
algorithms are applied to perform the classification
task. Automated text categorization has been suc-
cessfully demonstrated in many applications [3] [4].

One of the widely used representation of docu-
ments is known as the bag-of-words model [5], which
is a set of words contained in the documents. Bag-of-
words is based on both frequency of a word in a doc-
ument and the corpus. However, bag-of-words model
has many shortcomings. Particularly, it ignores both
syntax and semantics of the documents. Without con-
sidering the word position, the information of the se-
quence of words is lost.

Lodhi proposed the use of string kernels [6], which
was the first significant departure from the bag-of-
words model. In string kernels, the features are not
word frequencies or related expansions, but the extent
to which all possible ordered subsequences of charac-
ters are presented in the document. Cancedda [7] pro-
posed the use of string kernel with sequences of words
rather than characters, known as the word-sequence
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kernel. The word-sequence kernel has several advan-
tages, in particular it is more computationally effi-
cient and it ties in closely with standard linguistic
pre-processing techniques. Although word-sequence
kernel takes into account word positions, it does not
include the information about word frequency. This
issue will be discussed further in Section 3.

To make both the word frequency and position
information available for the learning algorithms, a
combined weighted kernel model was proposed [1].
However, not every combination of the bag-of-words
approach and word-sequence kernel approach will re-
sult in improved computational accuracy. This is be-
cause these two kernels, which represent the similarity
between documents respectively, have different contri-
bution to construct the new kernel. Moreover simply
combining these two kernels do not satisfy valid kernel
conditions [8].

This paper is based on our previous work of com-
bining kernels. It emphasizes on the optimization of
the weighting parameters, which is critical to the cat-
egorization accuracy. The rest of this paper is orga-
nized as follows: In Section 2, the basic idea of bag-
of-words kernel is reviewed. The word-sequence ker-
nel and issues of this kernel are presented in Section
3. The detail implementation of proposed new ker-
nel model and algorithm for determining the weight-
ing parameter are described in Section 4. Section 5
presents the experimental results using the Reuters
data set, followed by the conclusions in Section 6.

2 Bag-of-words Kernel

Bag-of-words model is the traditional approach for
representing a document as a term vector. A bag is
a set of a dictionary. As repeated elements are al-
lowed, this representation takes into account not only
the presence of a word but also its frequency [9]. A
document is represented by a row vector

φ(d) = [tf(t1, d), tf(t2, d), ..., tf(tN , d)] ∈ RN (1)

where tf(ti, d) is the frequency of the term ti in the
document d. Hence, a document is mapped into a
space of dimensionality N being the size of the dic-
tionary. Each entry records how many times a partic-
ular term is used in the document. The vector space
kernel or bag-of-words kernel is given by the following
definition

k(d1, d2) = 〈φ(d1), φ(d2)〉 =

NX

j=1

tf(tj , d1)tf(tj , d2) (2)

The value of N in equation 1 is related to the
length of the documents. Excessive number of irrele-
vant words and terms will not only increase the com-
putational cost but also decrease the accuracy of the
classification. Therefore the most frequent words and
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terms are usually selected in order to construct the
bag-of-words kernel. As mentioned in Section 1, this
technique only takes into account the word frequen-
cies, ignoring the information on word positions. In
many language modeling applications, such as speech
recognition and short message classification, word or-
der is extremely important. Furthermore, it is likely
that word order can assist in topic inference. For ex-
ample, consider the following two sentences

“The interest rate goes up, US dollar goes down.”
“The interest rate goes down, US dollar goes up.”

These two sentences [10] have exactly the same
words and word frequencies. It is the different word
order that results in opposite meanings, which cannot
be distinguished by the bag-of-words method. There-
fore the string kernel and word-sequence kernel were
introduced to tackle with the word order issue.

3 Word-sequence Kernels

In string kernels, the features are not word frequen-
cies. The document is represented by all possible
ordered subsequences of characters. However, this
method is computationally expensive for long docu-
ments. More recently, Cancedda et al. extended the
string kernel to word-sequence kernel, where all pos-
sible sequences of words are used instead of sequences
of characters. This novel way to compute the docu-
ment similarity based on matching subsequence has
outperformed the string kernel in many applications
[11] [12].

Following the definition of Lodhi [6], let Σ be a
finite alphabet set. A string is a finite sequence of
characters from Σ, including the empty sequence. For
strings s and t, ls denotes the length of the string s,
where s = s1...sls . The string s[i : j] is the substring
si...sj of s. u is a subsequence of s, if there exist
indices i =(i1, ..., ilu), with 1 ≤ i1 < ... < ilu ≤ l,
such that u = s[i]. The length l(i) of the subsequence
in s is ilu − i1 +1. Σn denotes the set of all finite
strings of length n, and Σ∗ is the set of all strings

Σ∗ =
∞⋃

n=0
Σn. The feature mapping φ for a string s

is given by defining the u coordinate φu(s) for each
u ∈ Σn.

φu(s) =
∑

i:u=s[i]

λl(i) (3)

where λ is the decay factor. These features mea-
sure the number of occurrences of subsequences in the
string s weighting them according to their lengths.
Hence, the inner product of the feature vectors for
two strings s and t gives a sum over all common sub-
sequences weighted according to their frequency of
occurrence and lengths

Kn(s, t) =
X

u∈Σn

〈φu(s) · φu(t)〉 =
X

u∈Σn

X

i:u=s[i]

X

j:u=t[j]

λl(i)+l(j)

(4)

Following the example of Lodhi, we examine different
values of λ when n = 2, 3. We can compute the
similarity between the following two sentences:

K(”science is organized knowledge”, ”wisdom is
organized life”)

The similarity with λ = 0.5 was calculated by
Lodhi, which were 0.580 when n equals to 2 and 0.478
when n equals to 3. We examine this algorithm by
choosing different values of the λ as shown in the fol-
lowing table.

We could conclude that the string kernel algorithm
is not much influenced by the value of λ. Therefore,

λ = 0.25 λ = 0.5 λ = 0.75
kernel (n = 2) 0.557 0.580 0.620
kernel (n = 3) 0.483 0.478 0.483

Table 1: Result by using string kernel

λ = 0.25 λ = 0.5 λ = 0.75
BOW 1 1 1
n=2 0.874 0.837 0.825
n=3 0.492 0.487 0.558

BOW + n=2 0.999 0.992 0.994
BOW + n=3 0.999 0.993 0.878

BOW + n=2 + n=3 0.999 0.985 0.865

Table 2: Result by simply combination of two kernels

the median value 0.5 was chosen for λ for the rest of
experiments in this paper.

However string kernel and word-sequence kernel
do not include the information of word frequency.
Considering the term ”kernel methods” and ”ker-
nel model”, if we choose word-sequence kernel with
n = 2, the similarity is zero. However, in many situ-
ation, these two terms are considered the same.

4 Weighted and Combined Kernel Model

Bag-of-words representation could be considered as a
special case of word-sequence kernel. Consider the
length l = 0, λl = λ0 = 1. When l = 0, word-
sequence kernel only contains the information of word
itself, which is essentially the representation of bag-
of-word.

However, the simply combination of l = 0 with
word-sequence kernels is not a feasible approach. Let
us consider the interest rate example in Section 2. We
examine the bag-of-words and word-sequence kernels
with n=2, 3, and combined n = 2, 3 with bag-of-word.
The similarity of these two sentences is shown in the
following table.

Simply combination of bag-of-word and word-
sequence kernel will result in less computational accu-
racy as the entries of the element of these two kernel
are in different scale. For example, when λ equals 0.5
and n equals 3, the similarity is 0.487, which makes
sense while 0.99 is not properly. That is because the
two sentences in the ”interest rate” example are two
related sentences, but the meaning is different. Given
a high value near one is not properly, neither given
a zero value. Therefore a value in the middle is very
ideal. This is also where the idea come of choosing the
parameter based on the word frequency information.

Moreover simply combine these two kernel
wouldn’t result in a new valid kernel, because the
similarity of the same document may be greater than
one.

Here we propose an approach to combine the word-
sequence kernel and bag-of-word kernel.

Kcombined = (1−λ)∗KBOW +λ∗KWord−sequence (5)

The λ in the above formula is no longer the decay
factor in Lodhi’s word-sequence kernel. The para-
meter λ is now for balancing the contribution of the
word frequency and word order information. It may
be fixed, or determined from the data. Fixed para-
meters are more likely rely on the domain knowledge,
which is different according to different projects. In
this paper, we propose a technique to determine the
parameter from the data by using the word frequency
information.

Since the common understanding of a binary clas-
sification problem, the more words occurs in both

CRPIT Volume 61

112



BOW + n=2 BOW + n=3 BOW + n=2,3
λ = 0.5 0.862 0.695 0.792

Table 3: Result by using new combined kernel

Frequent Word BOW Word-sequence Weighted Kernel
50 80 % 80% 85 %
100 80 % 80% 85 %

Table 4: Results on C15 and C22 data based on 100
Documents
Frequent Word BOW Word-sequence Weighted Kernel

50 70% 60% 80 %
100 75% 60% 85 %

Table 5: Results on C21 and C22 data based on 100
Documents

classes, the less important the bag-of-words is. The
ideal situation for bag-of-words would be no words oc-
curs in two classes. In such a situation there is no need
for word order information, and bag-of-words itself
would accurately classify these two classes. And only
the situation of many words occurs in both classes, we
need give more attention to the word order. There-
fore the parameter is determined by how many words
occurs in both classes defined as follows

λ = n/N (6)

where n is the number of words occurs in both classes
for two classes classification or all classes for multi-
classification. Ni is the sum of words in class i, and
N is the average number of words of all classes de-

fined by N = (
c∑

i=1

Ni)/c, where c is the number of

classes. This new approach contain both word in-
formation and word sequence information, and does
not require switching between bag-of-word kernel and
word-sequence kernel. Compute the interest rate ex-
ample by using the new kernel, we have the result as
shown in Table 3.

There may be other techniques to determine the
value of the parameter. The parameter could also
be influenced by the domain knowledge by human
beings. In this paper, the proposed algorithm for λ
has been demonstrated successful in the example and
the experiment presented in the next section.

5 Experiment

Experimental studies have been carried out to com-
pare the performance of bag-of-words kernel, word-
sequence kernel and proposed weighted kernel ap-
proach. The Reuters News Data Sets, which are fre-
quently used as benchmarks for classification algo-
rithms, was used in this paper for the experiments.
The Reuters 21578 collection is a set of 21,578 short
(average 200 words in length) news items, largely fi-
nancially related, that have been pre-classified man-
ually into 118 categories.

The experiments were conducted using 100 doc-
uments from three news group: C15 (performance
group), C22 (new products/services group) and C21
(products/services group). The first set of experi-
ments used C15 and C22 data, while the second set
of experiments used C21 and C22. The second set of
data is more difficult to classify than the first set since
data sets C21 and C22 are closely related. This is con-
firmed by the experimental results by using the bag-
of-word kernel and word-sequence kernel separately.
However, as shown in Tables 4 and 5, the combined
and weighted kernel achieves similar results.

50 and 100 frequent keywords were chosen for the
bag-of-word kernel. For the word-sequence kernel,
frequent words sequences were used in instead of a
full list of words. The first column shows the num-
ber of selected frequent words. The second column
shows the bag-of-word classification result. The third
column shows the result of simple combination of the
bag-of-word kernel and word-sequence kernel. The
last column shows the result of the proposed com-
bined and weighted kernel approach presented in sec-
tion 4.

The above results show that classification based on
bag-of-word model is better than word-sequence ker-
nel in C21 and C22 group. This implies that the word-
sequence kernel does not include the bag-of-word in-
formation. Although there are many identical key-
words in C21 and C22, there is little information on
the keyword sequence. Because keywords are not al-
ways occur in the same order in a sentence. Therefore
word-sequence kernel alone does not reveal any fea-
ture representing the documents.

The bag-of-word kernel works better for the C15
and C22 data sets. This is because these two groups
are not very close and have not many keywords in
common. While the simple combination of the above
two approaches results in poorer accuracy in all exper-
iments, the proposed new kernel produces far better
results.

6 Conclusion

Bag-of-words model and word-sequence kernel are two
important techniques applied in the field of text cat-
egorization. Combining word frequency and word
order is taking the advantage of both bag-of-words
kernel and word-sequence kernel. The parameter
based on the word frequency information makes the
weighted kernel valid and high computational accu-
racy. Experiments was conducted with Reuter’s data-
base and show the new weighted kernel achieves bet-
ter classification accuracy.
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Abstract 
This paper presents a preprocessing step in mining 
association rules which uses tables to summarize 
synthetically the way variables interact by highlighting 
any zones which are attractive. Attractive zones are those 
which guarantee that potentially interesting rules will be 
extracted, and any irrelevant rules removed. These 
attractive zones will also make it possible to carry out a 
contextual discretization. In addition they constitute the 
starting point for mining association rules thereby 
decreasing the space where rules have to be searched for. 
Finally, this tabular representation of the behaviour of 
associations is particularly interesting in the case of 
quantitative variables where knowledge is no longer 
parsed.  
Keywords:  Data mining, association rules, quantitative 
variables, discretization, interestingness measures.. 

1 Introduction 
Algorithms for the discovery of association rules 
[Agrawal, T. Imielinski and A. Swami 1993], [J. Han and Y. 
Fu 1995], [H. Mannila, H. Toivonen and A.I. Verkamo 1994], 
[J.S. Park, M.S. Chen and P.S. Yu 1995], [A. Savasere, E. 
Omiecinski and S. Navathe 1995] generate a prohibitive 
number of implications because they are unsupervised 
and the user neither expresses his or her goals nor selects 
endogenous variables. This profusion of a large number 
of rules obviously gives rise to a number of problems. 
First of all, any expert inundated with all this knowledge 
could have trouble adapting them and any attempt at 
analysis and synthesis could fail. Moreover, not all the 
generated rules are of equal interest and most of them are 
redundant, weakly significant and irrelevant. [L. Dumitriu, 
C. Tudorie, E. Pecheanu and A. Istrate 2000] [. R. Lehn, F. 
Guillet and H. Briand 1998] decrease the number of 
extracted rules by eliminating those that are redundant 
whereas [R.J. Bayardo and R. Agrawal 1999], [S. Brin, R. 
Motwani and C. Silverstein 1997], [M. Kamber and R. 
Shinghal 1995], [M. Klemettinen, H. Mannila, P. Ronkainen, 
H. Toivonen and A.I. Verkamo 1994], [S. Lallich and O. 
Teytaud 2004] identify measures allowing the interesting 
rules to be filtered. 
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With quantitative variables, the problem is even worse 
firstly because one discretization as a preliminary step 
must be carried out [R. Srikant and R. Agrawal 1996], and 
this discretization is done without taking the context into 
account i.e. their association with the other variables, and 
secondly because the generated knowledge for this kind 
of variable is parsed. 
Since the human brain can easily process visual 
information and quickly extract a large quantity of 
information and knowledge from it, the proposed 
approach tries to reproduce the process of the expert: 
going from the general to the particular by presenting the 
extracted knowledge in a visual and synthetic form.  
 
The paper presents a preprocessing step in mining 
association rules which uses tables to summarize 
synthetically the way variables interact by highlighting 
any zones which are attractive. Attractive zones are those 
which guarantee that potentially interesting rules will be 
extracted, and any irrelevant rules removed. These 
attractive zones will also make it possible to carry out a 
contextual discretization. In addition they constitute the 
starting point for mining association rules thereby 
decreasing the space where rules have to be searched for. 
Finally, this tabular representation of the behaviour of 
associations is particularly interesting in the case of 
quantitative variables where knowledge is no longer 
parsed.  
The remainder of the paper is organized as follows. In 
section 2 we present the attractive zones between 
variables. In section 3 we explain the selected technique 
to obtain synthetic views of the behaviour of associations 
between quantitative variables and in section 4 we 
explain how that point is reached adapting an existing 
objective measure, intensity of inclination. In section 5 
this technique is evaluated using databases and we 
conclude with a summary in section 6.  

2 Attractive Zones 
In this section, we present attractive zones between 
variables which will enable us to discard some irrelevant 
rules. The first part of this section is limited to binary 
variables in order to better understand the meaning of 
these zones and in the second part, we extend our study to 
quantitative variables. 
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2.1 Binary Variables 
Confidence, the measure used to extract association rules 
starting from frequent itemsets1, has the advantage of 
decreasing the space where rules have to be searched for 
thanks to its property of anti-monotonicity but on the 
downside it does retain some irrelevant rules. The upper 
part of figure 1 shows an example of an irrelevant rule 
extracted using confidence. The table in figure 1 gives the 
number of customers (or transactions) that have bought 
pancakes and cider. If the user-specified threshold of 
confidence is equal to 0,80 (minConf = 0,80), the rule 
″pancake → cider″ is relevant since confidence is equal 
to 0,88 (22/25). However the probability of buying cider 
is equal to 0,90 and consequently when we know that a 
customer has bought pancakes the chances of him 
(actually) buying cider are lower than when we have no 
information concerning a customer’s purchases! 
This phenomenon occurs when the probability Pr(Y) of 
the appearance of frequent itemset Y is higher than the 
confidence of rule X → Y i.e. when Pr(Y) > Pr(Y/X) ≥ 
minConf.  
The lower hand side of figure 1 represents the evolution 
of the confidence of rule X → Y going through three 
characteristic points : incompatibility 
(  thus Pr(Y/X) = 0), independence 
(Pr(Y/X) = Pr(Y) i.e. the previous appearance of X does 
not change the probability of appearance of Y) and 
logical implication ( (  thus Pr(Y/X) = 1). 
The zone ranging between independence and logical 
implication is the zone where we are sure we will obtain 
interesting rules since the appearance of X increases the 
chances of itemset Y occurring. This zone is called the 
attractive zone of Y per X.  

∅=∩ Ω∈Ω∈ ii ee YX )()(

Ω∈Ω∈ ⊆
ii ee YX )()

   No cider  Cider   Total   
No pancake   7   68   75   

Pancake   3   22   25   
Total   10   90   100   

22 683

7
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Figure 1: Example of irrelevant rule extracted with 
confidence (upper part of figure) and evolution of confidence 

of rule X → Y (lower part of figure). 

To discard these irrelevant rules, solutions have been 
proposed. Lift [IBM 1996] and conviction [S. Brin, R. 

Motwani and C. Silverstein 1997] are measures that can 
evaluate the deviation from independence and thus to 
know if we are in the attractive zone.  

                                                           
1 or conjunctions of variables which cover a range which is 
superior to a user-specified threshold. 

In order to guarantee that we will obtain potentially 
relevant rules, we carry out a preprocessing pruning of 
irrelevant rules but not a postprocessing pruning with 
other measures: we highlight these attractive zones 
between variables and using these extracted zones as our 
starting point, we begin extracting association rules.  

2.2 Quantitative Variables 
The framework of our study being quantitative variables, 
we will now transpose these attractive zones to this kind 
of variable and then we will explain the technique used to 
detect them. 
Let X and Y be quantitative variables taking values 
respectively in the intervals [xmin, xmax] and [ymin, ymax] and 
having respectively r and s distinct values x1 = xmin, x2, 
…, xr = xmax and y1 = ymin, y2, …, ys = ymax. Let N be the 
number of transactions in the database or in the 
population Ω  and let nij (i∈{1,..,r} and j∈{1,..,s}) be the 
number of transactions which verify simultaneously X = 
xi and Y = yj. Let T be the contingency table (represented 
in table 1) of the differences between observed nij and 
expected ni.n.j/N frequencies under an assumption of 
independence between variables X and Y.  

 X = x1 … X = xi … X = xr  
Y = y1 n11-n.1n1./N … ni1-n.1ni./N … n1r-n.1nr./N 0

… … … … … … …
Y = yj n1j-n.jn1./N … nij-n.jni./N … Nrj-n.jnr./N 0

… … … … … … …
Y = ys n1s-n.sn1./N … nis-n.sni./N … nrs-n.snr./N 0

 0 … 0 … 0 0

Table 1: Contingency table T of differences between 
observed and expected frequencies. 

If we consider again the case of binary variables, the 
attractive zone represented in the lower side of figure 1 is 
that whose Pr(Y/X) > Pr(Y). Let nX be the number of 
transactions verifying X, nY be the number of transactions 
verifying Y and nXY be the number of transactions 
simultaneously verifying X and Y, thus the attractive zone 
is that where nXY / nX > nY / N or nXY - nX nY / N > 0. In the 
case of quantitative variables, we have to search for cases 
(i, j) of the contingency table T of differences verifying nij 
– ni.n.j / N > 0 i.e. cases where Pr(Y = yj / X = xi) > Pr(Y = 
yj) or Pr(X = xi / Y = yj) > Pr(X = xi).  
In order to illustrate these remarks, let us take a real-life 
example from some banking data where the database 
consists of 47,112 transactions described by three 
categories of variables, namely information about 
customers (age, number of years with bank,…), 
information about various accounts opened with the bank 
(bonds, mortgages, savings accounts, …) and statistics 
about various accounts (rate of indebtedness, total 
income, …). Variables X and Y represent respectively the 
number of accounts ″stocks″ and the number of ″house 
purchase saving plans″ opened by a household.  
Table 2 represents the contingency table T of differences 
between observed and expected frequencies. Values of 
variables X and Y are respectively in intervals [0..5] and 
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[0..2]. For X = 1 and Y = 0 there are 694 fewer 
transactions compared to what could be expected under 
the assumption that X and Y are independent. On the 
contrary, for X = 1 and Y = 1, there are 684 more 
transactions compared to what could be expected.  

X = 0 X = 1 X = 2 X = 3 X = 4 X = 5 Total 
Y = 0 988 - 694 - 270 - 21 - 4 0 -1 
Y = 1 - 976 684 268 21 4 0 1 
Y = 2 - 12 10 2 0 0 0 0 
Total 0 0 0 0 0 0 0 

Table 2: Contingency table T of differences for the 
banking example. 

The attractive zones between X and Y are the following :  
 (X = 0, Y = 0), (X = [1, 4], Y = 1) et (X = [1, 2], Y = 2).  
The discovery of association rules will be limited to these 
extracted zones.  

3 Parsed Views of Associations 
The transformation stage (i.e. the discretization stage and 
the stage of complete disjunctive coding) of quantitative 
variables not only results in irrelevant intervals being 
obtained since the discretization is independent of the 
association with variables, but also generates specific 
rules (i.e. verified by a subset of the population) which 
only contain a part of the behaviour of variables. For 
example, we have the following rules: 
R1 : X = [x1, x2] → Y = [y1, y2],  R2 : X = x1 → Y = y6,  
R3 : X = ]x3, x4] → Y = ]y2, y3],  R4 : X = x5 → Y = ]y4, y6],  
R5 : X = ]x6, x7] → Y = [y1, y3],  R6 : X = x8 → Y = ]y2, y6].  
It is very difficult to have a global view of the implication 
between X and Y in this form. The human mind finds it 
difficult to assimilate: the only form which can be 
understood easily is the summarized and therefore less 
accurate form.  
In order to have a global view of associations between 
variables (bearing in mind that our starting point is 
frequent associations between variables to find 
association rules) and more particularly quantitative 
variables where knowledge is parsed, we search for 
attractive zones, in a cursory way, in order to make this 
summarized form easily accessible to experts. It will then 
be possible for experts to visualize these zones in a more 
accurate way.  
The four selected attractive zones are represented in 
figure 2.  
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Figure 2: The four selected attractive zones. 

Zones where transactions verify simultaneously:  
zone 1 : a high value for X and a low value for Y.  

zone 2 : a high value for X and Y.  
zone 3 : a low value for X and a high value for Y.  
zone 4 : a low value for X and Y.  
For each zone, we would like to know if we are in an 
attractive zone ( 0.. >−

N
nn ji

ijn ), a repulsive zone 

( 0.. <−
N
nn ji

ijn ) or an independence zone (
N
nn ji

ij
..=n ). 

We symbolize the attractive zone by the character ″+″, 
the repulsive zone by ″-″ and the independence zone by 
any character.  
In order to obtain these maps of associations between 
variables, we adapt an existing measure, intensity of 
inclination, which verifies that in the zone Z1, we have 
fewer transactions compared to what could be expected.  

4 Adaptation of Intensity of Inclination 
In this section we first remind the reader of the definition 
of intensity of inclination, a measure allowing 
implications between conjunctions of quantitative 
variables to be mined [S. Guillaume 2002] and then we 
show how this measure has been adapted to reveal the 
behaviour of variables in the four zones mentioned in 
figure 2. 

4.1 Intensity of Inclination 
Now we will give a more general definition to variables X 
and Y : they are conjunctions of quantitative variables. 
Let X and Y be respectively two conjunctions of p and q 
quantitative variables. We suppose that X = X1 , .. , Xp and 
Y = Y1 , .. , Yq, where X1 , .. , Xp , Y1 , .. , Yq are quantitative 
variables taking values , .. , , , .. ,  

(i∈{1..N}) respectively in intervals [ , .. , 
, [ , .. , [ . 

i1x

]

ipx

..
maxqy

i1y

..
min

]

iqy

]
max11 xx

]..[
maxmin pp xx ..

maxmin 11 yy
minqy

Intensity of inclination evaluates whether the number of 
transactions not strongly verifying the rule X→Y (i.e. the 
number of transactions verifying simultaneously a high 
value for each attribute X1, .., Xp and a low value for each 
attribute Y1, .., Yq) is significantly small compared to the 
expected number of transactions under the assumption 
that X and Y are independent. These transactions that do 
not strongly verify the rule are called negative 
transactions.  
Let xi and yi be respectively values taken by variables X 
and Y in the database Ω for transaction ei (ei∈Ω ) and let 
xmin and ymax be respectively the minimum and maximum 
values taken by variables X and Y.  
The number t0 of negative transactions, or raw measure of 
non-inclination, is defined by:  
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Let  and  be respectively the means of variables 

X
jXµ

kYµ

j (j∈{1, .., ,p}) and Yk (k∈{1, .., ,q}) and let  and  

be respectively standard deviations of X
jXσ

kYσ

j and Yk.  
The random variable T, whose t0 is an observed value, 
can be approximated asymptotically by a normal 
distribution  N (µ,σ ) with µ = N (µX  - xmin )(ymax - µY ) and 
σ ² = N [vX vY  + vY (µX - xmin)² + vX (ymax - µY )²].  
The means and variances of attributes X and Y are given 
by the following expressions:  
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If the probability Pr( T ≤ to ) of having a number inferior 
or equal to to is high, we can say that to is not significantly 
small because this occurrence can happen fairly 
frequently and then this implication X → Y is not 
relevant.  
To evaluate this implication in increasing order, the 
measure ϕ ( X → Y )= 1- F(to) = Pr(T > to)  has been 
retained where F is the cumulative distribution of T. 
Then, the implication X → Y can be admitted with a level 
of confidence (1-α ) if and only if Pr(T ≤ to) ≤ α  or Pr(T 
> to) ≥ 1-α. 
The intensity of inclination is given by:  
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Thus the intensity of inclination evaluates the ″smallness″ 
of the number of negative transactions i.e. if we obtain a 
small number of transactions in the zone Z1 as compared 
with independence. For that, the measure calculates the 
sum of weights for all transactions in the database, weight 
being given by the raw measure of non-inclination. This 
weight is maximum for transactions verifying X = xmax 
and Y = ymin (corresponding perfectly to the concept of 
negative transactions) and decreases until it is equal to 
zero for transactions verifying X = xmin ou Y = ymax.  

4.2 Adaptation 
Since the intensity of inclination evaluates if there are 
fewer transactions in the zone Z1 compared to what could 
be expected, we start by adapting this measure for the 
zones Z2, Z3 et Z4. After this, we then use the previous 
results to know if there are more transactions compared to 
what could be expected for the four zones. 
 
Discovery of repulsive zones 
First, we adapt the raw measure of non-inclination t0 for 
the three zones Z2, Z3 and Z4. For the zone Z1, we know 
that this measure calculates the number of transactions 
verifying simultaneously a high value for X and a low 
value for Y, then the raw measure is equal to 

. Consequently, for the other 

three zones, we have the following raw measures :  
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verifying simultaneously a high value for X and Y.  
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verifying simultaneously a low value for X and a high 
value for Y.  
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verifying simultaneously a low value for X and Y.  
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Consequently, the following expressions of the intensity 
of inclination allow us to detect the non-attraction 
between variables X and Y in the various zones:  

zone 2 : ϕ ( X → (ymax + ymin – Y ) ) 
zone 3 : ϕ ( Y → X ) 
zone 4 : ϕ ( (ymax + ymin – Y ) → X ) 

 
Discovery of attractive zones 
In this section, we have adapted the intensity of 
inclination in order to know if there are more transactions 
compared to what could be expected for the four zones.  
The implication X → Y can be admitted with a level of 
confidence (1-α ) if and only if Pr(T ≤ to) ≤ α. On the 
contrary, there will be many negative transactions if  
Pr(T ≤ to) ≥ 1-α  and we can deduce from this that we are 
in an attractive zone.  
Thus, we can detect if the four zones are attractive thanks 
to the following expressions:  

zone 1 : 1 - ϕ ( X → Y ) 
zone 2 : 1 - ϕ ( X → (ymax + ymin – Y ) ) 
zone 3 : 1 - ϕ ( Y → X ) 
zone 4 : 1 - ϕ ( (ymax + ymin – Y ) → X ) 

5 Experimental Results 
This detection and visualization step of the various zones 
is a preprocessing step for the discovery of association 
rules (see figure 3). 
The process of mining association rules has been 
presented and developed in [S. Guillaume 2003] with the 
following difference: we started from ordinal association 
rules i.e. associations XY where the zone Z1 is a repulsive 
area.  
During these experiments, we only present the first step 
in this process and show results obtained using three UCI 
databases [P.M. Murphy and D.W. Aha 1995]: Wages, 
Abalone and Fisher’s Irises [R. Fisher 1936].  
The Wages database consists of 534 transactions 
described by 11 variables including 4 quantitative 
variables: Education (number of years of education), 
Experience (number of years of work experience), Wage 
(dollars per hour) and Age (years). Categorical variables 
are: Region (person who lives in the South or elsewhere), 
Sex, Union membership, Race (Hispanic, White and 
Other), Occupation (Management, Sales, Clerical, 
Service, Professional and Other), Sector (Manufacturing, 
Construction and Other) and Married (marital status).  
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Figure 3: Process for discovering association rules. 
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Figure 4 presents some attractive and repulsive zones for 
the Wages database.  

 
Figure 4: Some attractive and repulsive zones for the 

Wages database (upper part of figure) and a two-dimensional 
scatter diagram for variables ″Education - Wage″ (lower part 

of figure). 

If we study the association between the variables 
″Education″ and ″ Wage″, the upper hand side of figure 4 
shows us that Z2 is an attractive zone and Z3 is a repulsive 
zone. The lower hand side of figure 4 shows a two-
dimensional scatter diagram for these two variables. We 
check that transactions are uniformly distributed in the 
zones Z1 and Z4 and that transactions verifying a high 
value for Wage (Y) are concentrated more in the zone Z2. 
We notice an exceptional person with 14 years of work 
experience and earning a very high wage (approximately 
45 dollars per hour).  
This result reinforces our belief that the greater the 
number of years of work experience, the higher the wage.  

 
The upper hand side of figure 4 also reveals to us :  
- In the management and professional sectors, the number 
of persons with not many years of undergraduate studies 
is low compared to the expected number under the 
assumption of independence (see the associations ″ 
Education-Management″ and ″ Education-Professional″), 
whereas for services and other occupations (″ Education-
Service″ and ″ Education-Other occupation″) the 
opposite phenomenon exists, with more transactions 
compared to the expected number.  
- Wages are higher for the oldest people (″ Wage-Age″), 
in the management and professional categories (″ Wage-
Management″ and ″Wage-Professional″). On the 

contrary, they are lower in the clerical and service sectors 
(″ Wage-Clerical″ and ″ Wage-Service″). 
 
The Abalone dataset consists of 4,177 abalones described 
by 9 variables including 8 quantitative variables (Length, 
Diameter, Height, Whole weight, Shucked weight, Viscera 
weight, Shell weight and the number of Rings) and one 
categorical variable (Sex taking the values ″Male″, 
″Female″ and ″Infant″).  
Figure 5 gives some associations for the Abalone dataset.  
 

 

 
Figure 5: Some associations for the Abalone dataset 

(upper part of figure) and a two-dimensional scatter diagram 
for variables ″Whole weight - Rings″ (lower part of figure). 

 
We note that these quantitative variables are strongly 
positively correlated among themselves. Thus, for 
example, the higher the number of rings, the higher the 
diameter, the height, the whole weight, the shucked 
weight, the viscera weight and the shell weight. The 
lower hand side of figure 5 shows a two-dimensional 
scatter diagram for variables ″Whole weight″ and ″Rings″ 
in order to confirm the positive correlation detected 
between these variables. 

 
The last dataset consists of 150 irises described by 5 
variables including 4 quantitative variables (sepal length, 
sepal width, petal length and petal width) and one 
categorical variable (class of iris plant : Iris Setosa, Iris 
Versicolour and Iris Virginica). 
Figure 6 gives associations for this database. 

 

 
 

Figure 6: Associations for the Iris dataset. 
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We learn from this extraction that:  
- the sepal and petal length and the petal width for the 
Setosa class generally have low values contrary to the 
Virginica family which has high values. Figure 7 shows 
the contrary distribution of the variable ″sepal length″ for 
these two classes. 
- the sepal width for the Setosa class generally has high 
values contrary to the other quantitative variables. 

   

 
Figure 7: Scatter diagram for variables ″Sepal Length″ 
- ″Setosa″ (upper part of figure) and variables ″Sepal 

Length″ - ″Virginica″ (lower part of figure). 

6 Conclusion and Further Work 
This visualization step of attractive and repulsive zones 
allows us to obtain a synthetic view of associations 
between variables. It is a preliminary step for the process 
of mining association rules and is used as a basis for 
discretization and decreases the space where rules have to 
be searched for. It can also be used in a process of 
selection of relevant variables. This method is particularly 
suitable for quantitative variables which take a moderate 
number of values. When this number is too high, we no 
longer obtain a global measure but a local measure. A 
solution would be to increase the number of zones in 
order to better appreciate the behaviour of these variables. 
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Abstract

The support vector machine (SVM) is a well-
established and accurate supervised learning method
for the classification of data in various application
fields. The statistical learning task – the so-called
training – can be formulated as a quadratic optimiza-
tion problem. During the last years the decompo-
sition algorithm for solving this optimization prob-
lem became the most frequently used method for sup-
port vector machine learning and is the basis of many
SVM implementations today. It is characterized by
an internal parameter called working set size. Usually
small working sets have been assigned. The increasing
amount of data used for classification led to new par-
allel implementations of the decomposition method
with efficient inner solvers. With these solvers larger
working sets can be assigned. It was shown, that
for parallel training with the decomposition algorithm
large working sets achieve good speedup values. How-
ever, the choice of the optimal working set size for
parallel training is not clear. In this paper, we show
how the working set size influences the number of
decomposition steps, the number of kernel function
evaluations and the overall training time in serial and
parallel computation.

1 Introduction

The support vector machine for classification and
regression is a powerful machine learning method.
Its popularity is mainly due to the applicability in
various fields of data mining, such as text min-
ing (Joachims 1998), biomedical research (Yu, Yang,
Wang & Han 2003), and many more. SVM test ac-
curacy is excellent and in many cases it outperforms
other machine learning methods such as neural net-
works. SVM has its roots in the field of statisti-
cal learning which provides the reliable generalization
theory (Vapnik 1998). Several properties that make
this learning method successful are well-known, e.g.
the kernel trick (Schölkopf 2001) for nonlinear clas-
sification and the sparse structure of the final classi-
fication function. In addition, SVM has an intuitive
geometrical interpretation, and a global minimum can
be located during the training phase.

Most current SVM implementations are based on
the well known decomposition algorithm for solving
the optimization problem of SVM training (Hsu &
Lin 2002b). It repeatedly selects a subset of the free

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

variables and optimizes over these variables. Thus,
decomposition provides a framework for handling
large SVM training tasks, where the kernel matrix
does not fit into the available memory. Its main ad-
vantage is the flexibility concerning the size of the
subproblems – the working set size. All values larger
than one and smaller or equal to the training set size
are possible. The limitation for large working sets
is due to memory requirements of the machine and
the characteristics of the inner solver. A widely used
decomposition method called SMO (Platt 1999) uses
the extreme case of only two free variables in each
iteration. Other approaches use larger working sets.
However, the optimal choice of the working set size is
not clear, especially for large data sets. In this paper,
we will show, how the training time is influenced by
the size of the subproblems for the inner solver.

Real world data sets are becoming increasingly
large. The main drawback of current SVM models
is their high computational complexity for large data
sets (Chen, Lu, Yang & Li 2004). Parallel processing
is essential to provide the performance required by
large-scale data mining tasks. Therefore the develop-
ment of highly scalable parallel SVM algorithms is a
new important topic of current SVM research. Re-
cently, new parallel decomposition algorithms have
been proposed. For parallel computation large work-
ing set sizes are possible and lead to good speedup
values. However, it is not clear, which influence the
working set size has onto the overall training time for
large data sets in serial and parallel mode. One goal of
this paper is to show how the working set size controls
the performance of SVM training in general. In ad-
dition, the results of serial computation are broaden
to the parallel mode.

The paper is organized as follows. In Sect. 2 we
review basics of binary SVM classification. In Sect. 3
we describe the scheme of the serial decomposition
algorithm and explain the importance of the working
set size. We present a survey of parallel data mining
methods in Sect. 4. Our parallelization of the sup-
port vector machine learning method is explained in
Sect. 5. In Sect. 6 we show results of various tests
using small and large data sets in serial and parallel
mode. In view of overall learning time we discuss the
issue of the optimal working set size for parallel SVM
training.

2 Basic Concepts of the Support Vector Ma-
chine

Support vector machine learning means to determine
functions that can be used to classify data points.
Here, we discuss binary classification, but the SVM
learning framework also works for multi-class and re-
gression problems (Hsu & Lin 2002a). The supervised
SVM learning method is based on so-called reference
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data of given input–output pairs (training data)

(xi, yi) ∈ Rn × {−1, 1}, i = 1, . . . , l,

that are taken to find an optimal separating hyper-
plane (Cristianini & Shawe-Taylor 2000)

fl(x) = wT x + b = 0.

Using assumptions of statistical learning the-
ory (Vapnik 1998), the desired classifier is then de-
fined as

h(x) =
{

+1, if fl(x) ≥ 0,
−1, if fl(x) < 0,

with the linear decision function fl, see Fig. 1.
If the two classes are not linearly separable,

then fl is replaced with a nonlinear decision func-
tion (Schölkopf & Smola 2002)

fnl(x) =
l∑

i=1

yiαiK(xi,x) + b,

where K : Rn ×Rn → R is a (nonlinear) kernel func-
tion (Schölkopf 2001). The classification parameters
αi (i = 1, ldots, l) can be obtained as the unique
global solution of a suitable (dual) quadratic opti-
mization problem (Schölkopf & Smola 2002)

min
α∈Rl

g(α) :=
1
2
αT Hα−

l∑

i=1

αi (1)

with H ∈ Rl×l, Hij = yiK(xi, xj)yj (1 ≤ i, j ≤ l),
constrained to

αT y = 0, 0 ≤ αi ≤ C.

In the final solution, only a part of the entries in α
are positive, whereas all others are zero. This is due
to the Karush-Kuhn-Tucker conditions for convex op-
timization problems (Fletcher 1981). In SVM theory,
the corresponding training points are called support
vectors, see Fig. 1. The parameter C controls the
trade-off between the width of the classifier’s margin
and the number of weak and wrong classifications in
the training set. This parameter has to be chosen by
the user. Due to space limitations, we omit a detailed
introduction to the SVM theory. For readers who are
not familiar with this topic we refer to Burges (1998).

Usually, the Hessian H is dense, and therefore the
complexity of evaluating the objective function g in
(1) scales quadratically with the number l of training
pairs, leading to very time-consuming computations.

support vectors

-1

1svm
 hyperplane

margin area

Figure 1: Support vector machine classification func-
tion based on the support vectors in the training data.

3 Decomposition and the Working Set Size

The high cost for solving (1) is due to the size and the
density of the quadratic matrix H. Classical solvers
for QP problems with simple constraints are the
so called active set methods (Fletcher 1981, Leyffer
2005), which in each iteration minimize the objec-
tive function over the active set (a subset of the con-
straints that are locally active), until a solution is
reached. A variation of the active set approach for
support vector machine training is the well known de-
composition method described in Osuna et al. (1997).
It repeatedly splits the original optimization problem
(1) into active and inactive parts. In each step, the
active data points (or working set points) are used
to define a new QP subproblem, which is then han-
dled by an inner solver. This method is very flexible,
since the user can choose the desired number of active
points l̃ ≤ l to control the size of the QP subprob-
lems. Due to space limitations, the decomposition
algorithm cannot be discussed here in detail, we re-
fer to Hsu & Lin (2002b), Chang et al. (2000) and
Laskov (2002) for a detailed description. To summa-
rize, in each iteration of the decomposition algorithm
the following five steps need to be processed:

1. Select a working set of l̃ “active” variables from
the l free variables αi.

2. Solve the quadratic subproblem of size l̃ that re-
sults from restricting the optimization in (1) to
the active variables and fixing the remaining vari-
ables.

3. Update the global solution vector α.

4. Update the gradient of the overall problem.

5. Check a stopping criterion.

Implementation of a sophisticated working set selec-
tion scheme, an efficient subproblem solver and a fast
but accurate gradient update are crucial for good
overall performance of decomposition methods. Sev-
eral approaches have been proposed and improved
during the last decade. Promising suggestions are
given in

• Serafini & Zanni (2005) – for the working set
selection,

• Ruggiero & Zanni (2001, 1999) – for fast inner
solvers,

• Zanghirati & Zanni (2003a) and Serafini et
al. (2004) – for sparse gradient updates.

As already mentioned, one important model param-
eter of the decomposition method is the working set
size l̃. In is known, that for larger working sets the
number of decomposition steps will decrease, but a
single step may be more expensive. In contrast, for
small working sets the quadratic subproblem may
be solved very fast, but the number of steps will
increase heavily. Choosing l̃ = 2 results in the
well-known Sequential Minimal Optimization (SMO)
scheme (Platt 1999). SMO decomposition steps are
fast, but this method suffers from a very large num-
ber of optimization steps even when using moderate
problem sizes. Today, it is not clear which working set
sizes are preferable. In this work, we will analyze the
overall behavior of this two competing effects. The
training time not only depends on the working set se-
lection scheme and the inner solver, but also on the
data set and the characteristics of the machine used
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for running the software. However, as we will show in
Sect. 6, the working set size has enormous influence
onto the training time of SVM training and needs to
be optimized primarily. We will show, that indeed a
global minimum of the training time does exist and
needs to be located, especially when using expensive
parallel computing resources.

4 A Survey of Parallel Data Mining and SVM
Methods

Most sequential data mining algorithms have large
runtimes, but the volume of data available for analy-
sis is growing rapidly, i.e. the number of attributes as
well as the number of instances both increase. In
addition to improvements of the serial algorithms,
the development of parallel techniques may help to
avoid computational bottlenecks. This section gives
an overview of activities concerning large scale data
mining, particularly the problem of classification us-
ing machine learning techniques like SVMs.

4.1 Parallel Data Mining

The first parallel data mining algorithms have
emerged a decade ago. In Skillicorn (1998) the general
differences between parallel data mining and other
numerical parallel algorithms are explained. The de-
sign of scalable data mining algorithms requires meet-
ing several challenges, e.g., the enormous memory re-
quirements have to be supported by the computing
system.

Various algorithms, especially for supervised
learning methods, have been parallelized.

• A parallel algorithm for data mining of associa-
tion rules was presented in Parthasarathy (2001).
It has been designed for shared memory multi-
processors.

• The ScalParC software (Joshi, Karypis & Kumar
1998), designed in 1998, was one of the first
methods for parallel decision tree classification.
Parallel decision tree applications are still of in-
terest, mainly in the important field of Grid com-
puting (Hofer 2004).

• Clustering is useful in various fields, i.e., pattern
recognition and learning theory. The runtime
complexity of a serial k-means clustering algo-
rithm is high for problems of large size. Therefore
parallel clustering methods have been developed.
We refer to Kantabutra (2000) for a master-slave
approach.

• K-nearest neighbor methods have received a
great deal of attention since they are applied fre-
quently in bioinformatics, but performance is a
serious problem for many implementations. In
Callahan (1993) a parallel algorithm was intro-
duced to overcome the problem of runtime.

• Artificial neural networks (ANNs) are well-
known data mining methods with high learning
cost when the models are large. An approach for
speeding up their implementation by using par-
allel environments is given in Misra (1997).

• Bayesian networks for unsupervised classification
tasks include time consuming steps which can
be parallelized. A description is given in Jin et
al. (2005).

• Boosting is a method for improving the accuracy
of any given learning algorithm (Schapire 1999)
and is often used within the context of supervised

learning. A framework for distributed boosting is
presented in Lazarevic & Obradovic (2001). The
method requires less memory and computational
time than serial boosting packages.

4.2 Parallel Support Vector Machine Ap-
proaches

Efficient and parallel support vector machine learn-
ing is a young and emerging field of research, but
the number of truly parallel implementations is small.
Most approaches just try to increase the efficiency of
the serial algorithms and to overcome the problem of
large scale applications by dividing the data into sub-
sets. Different approaches for splitting a large data
set into small subsets have been implemented (Graf,
Cosatto, Bottou, Dourdanovic & Vapnik 2005). Usu-
ally, results of the individual training stages are
merged to finally obtain a single SVM model. The in-
dividual optimization steps can be run in parallel. A
fast SVM algorithm, which uses caching, digest and
shrinking policies is given in Dong & Suen (2003).
The clustering-based SVM (Yu, Yang & Han 2003)
is a learning method that scans the data set be-
fore training the SVM. It selects the data which
are supposed to maximize the benefit of learning
and is useful for very large problems when a lim-
ited amount of computing resources is available. So
far it is only applicable for linear problems. In ad-
dition, various projects exist where a simple paral-
lelization scheme is used to speed up the learning
process. In Dong et al. (2003) a parallel optimiza-
tion step is proposed. It approximates the kernel ma-
trix by block diagonal matrices and splits the original
problem into sub-problems which can be solved inde-
pendently from each other with standard algorithms.
This step is used to remove non-support vectors be-
fore SVM training. Parallel training of several binary
SVMs for solving multiclass problems is described in
Poulet (2003). Parallel cross validation methods do
exist for the WEKA machine learning package (Celis
& Musicant 2002). Parallel parameter optimization
techniques such as grid search or pattern search have
been studied for SVM parameter fitting (Eitrich &
Lang 2005). These approaches can be interpreted
as coarse grained parallelization techniques for SVM
methods at a high level which is independent from
the inner solver. However, the computational bottle-
neck of a single SVM training on a large data set can
be avoided only by implementing a fine grained par-
allel support vector machine training. The following
methods have been proposed. Parallel computation
of the kernel matrix for high dimensional data spaces
is implemented in Qiu & Lane (2005). The speedup is
limited because of high communication costs. There-
fore an approximation method, that reduces the ker-
nel matrix, was implemented. The method is appli-
cable only for commonly used kernels which are inner
product-based and requires changes in the algorithm
for each kernel. A distributed SVM algorithm for row-
wise and column-wise data distribution is described
in Poulet (2003), which so far can be used for linear
SVMs only. A promising parallel MPI-based decom-
position solver for training support vector machines
has been implemented recently (Serafini, Zanghirati
& Zanni 2004). A parallel support vector machine for
multi-processor shared memory (SMP) clusters has
been introduced in Eitrich & Lang (2006a).

5 Parallel Support Vector Machine Decom-
position

The SVM training, i.e. the solution of the quadratic
program (1), suffers from large data sets (Graf et al.
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australian fourclass adultpart adult
# features 14 2 123 123
# training points 690 862 15000 32561
# positive points 307 307 3562 7841
# negative points 383 555 11438 24720

Table 1: Characteristics of the data sets.

l̂ 4 6 10 50 80 100 120 150 200 350 500 600 650 690
#D 7455 6193 4349 543 90 31 14 9 7 5 3 4 3 1
#E 19.9 24.2 28.8 18.9 5.1 2.2 1.2 0.9 0.9 1.1 1.4 1.4 1.6 0.7
#sv 246 247 246 247 247 247 246 247 247 247 247 246 247 247
t 5.60 6.27 7.58 7.08 2.78 1.24 0.94 1.01 2.89 5.88 12.48 18.17 23.54 7.55

Table 2: Results for the australian data set.

2005). In this work, we target an already fruit-
ful approach for serial and parallel SVM training
with the decomposition method. In Zanghirati &
Zanni (2003a) and Serafini et al. (2004) a parallelized
MPI-based decomposition algorithm has been pro-
posed. It is based on a variable projection method
as inner solver (Zanghirati & Zanni 2003b, Ruggiero
& Zanni 2000). In Eitrich & Lang (2006a) we have
presented an implementation of parallel support vec-
tor machine decomposition training for shared mem-
ory systems based on this solver. The parallel SVM
algorithm uses library and loop level parallelism.
Calls to the ESSLSMP library (Engineering Scien-
tific Subroutine Library for Shared Memory Parallel
Machines) (IBM n.d.) as well as OpenMP loop level
parallelism lead to a scalable training method. In
both approaches the main parallel parts of the de-
composition method belong to the time consuming
computations in each step (Eitrich & Lang 2006a),
i.e.

1. the computation of the kernel matrix for the new
subproblem,

2. expensive matrix-vector multiplications in the
decomposition routine and the inner solver,

3. the gradient update for the overall optimization
problem.

For details to the parallelization schemes we refer
to Zanghirati & Zanni (2003a) and Eitrich & Lang
(2006a). Tests for both packages were run using large
working sets, which led to promising speedup val-
ues, e.g. for 3600 in Zanghirati & Zanni (2003a) and
l̂ = 5000 in Eitrich & Lang (2006a). However, the
improved serial algorithms have not been tested for
smaller data sets or large data sets with small work-
ing set sizes. This aspect needs to be analyzed and
will bring improvements for serial as well as parallel
support vector machine training.

6 Experimental Results

We performed our tests on the Juelich Multi Proces-
sor (JUMP) (Detert 2004) using our parallel SVM
software which also provides a parallel validation
loop (Eitrich, Frings & Lang 2006). JUMP is a dis-
tributed shared memory parallel computer consisting
of 41 frames (nodes). Each node contains 32 IBM
Power4+ processors running at 1.7 GHz, and 128 GB
shared main memory. The 1312 processors have an
aggregate peak performance of 8.9 TFlop/s. Our soft-
ware is written using Fortran90 and the ESSLSMP
library. For each thread we chose the following char-
acteristics:

• 3.5 GB consumable memory,

• 3.0 GB data limit,

• 0.5 GB stack limit,

• 1h wall clock limit.

6.1 Description of the Data Sets

The so-called australian data set is available from
Hettich et al. (1998). It contains credit card appli-
cations with 14 attributes – 6 numerical and 8 cat-
egorical. The number of instances is 690. The class
distribution is 44.5% vs. 55.5%.

The fourclass data set was introduced in Ho &
Kleinberg (1996). It is artificial and is aimed at test-
ing the performance of classifiers. 862 data points in
a two-dimensional space have been assigned to four
classes in the original data set. The classes are dis-
tributed irregularly and show isolated regions to com-
plicate classification. The data set was transformed
into a binary classification problem and is available
from Chang & Lin (2001).

The adult data set is available under Hettich et
al. (1998). The task is to predict whether a house-
hold has an income greater than $50000 (Platt 1999).
Originally, 14 attributes of a census form of a house-
hold were given. We use the data set in the discretized
form with 123 binary features, which is available from
Chang & Lin (2001) under the name a9a. 32561 train-
ing points are available. In this paper, we use two
versions of the data – the whole data set as well as a
subset of 15000 points which we call adultpart.

A summary of the data sets characteristics is
shown in Table 1.

6.2 Influence of the Working Set Size for Se-
rial Computation

In Tables 2 and 3 we show the number of decompo-
sition steps D, the number of kernel function evalu-
ations E, the number of support vectors sv, as well
as the training time t (in seconds) assigning various
working set sizes for the australian as well as the four-
class data set.

Starting with 4 active points, we increased the
working set size until the maximal value (the whole
training set) was reached. For a better interpretation
we show the plot of the training times (with some
more values) in Fig. 2. The results show similar be-
havior. For small values of l̂ the number of decom-
position steps is large and decreases with increasing
l̂. The number of kernel evaluations is not monotone
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l̂ 4 10 20 30 50 100 200 300 400 500 600 700 800 862
#D 2260 640 41 25 15 13 5 4 4 5 3 4 3 1
#E 7.76 5.33 0.52 0.39 0.34 0.42 0.39 0.54 0.81 1.43 1.22 2.11 2.04 0.83
#sv 98 98 98 98 98 98 98 98 98 98 98 98 98 98
t 1.90 1.42 0.28 0.26 0.72 1.10 4.28 5.89 5.01 16.18 12.87 21.78 16.93 9.21

Table 3: Results for the fourclass data set.

l̂ 10 50 100 300 500 650 800 1000 1400 2000 2400 3000 3500 4000
#D 6094 1465 563 109 47 32 28 23 18 13 12 10 9 7
#E 810 1028 777 402 260 212 213 213 222 228 243 260 275 261
#sv 5526 5549 5546 5546 5541 5547 5539 5544 5539 5543 5542 5558 5550 5555
t 310 375 286 156 109 97 108 122 187 316 443 639 925 1116

Table 4: Results for the adultpart data set.
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Figure 2: Training times for different working set sizes
(small data sets).

in such a way. For both data sets there is an inter-
val of working set sizes that leads to small numbers of
kernel evaluations. For the australian data set this in-
terval is approx. [120, 350] and for the fourclass data
set [30, 200]. Please note that for both data sets the
largest possible value of l̂ led to another minimum for
the sum of kernel evaluations. This is due to the fact,
that in this extreme case only a single decomposition
step is required which saves a lot of overhead. This
is an interesting result. However, the choice of l̂ = l
seems not to be useful. First, it does not always lead
to a global minimum of kernel computations as for
the fourclass data set and second, the training times
are not optimal. Although training times show local
minima for l̂ = l, the optimal training times for both
data sets are smaller. For the fourclass data set we
can save a factor of 40 in training time. This behav-
ior comes from the fact, that we implemented a sparse
gradient update, as it was introduced in Zanghirati &
Zanni (2003a). Thus, each iteration of the decompo-
sition method is extremely cheap for small data sets.
It seems, that together with a fast inner solver and
sophisticated working set selection the small working
set sizes beat the bigger ones.

In Tables 4 and 5 we show the number of decom-
position steps D, the number of kernel function eval-
uations E, the number of support vectors sv as well
as the training time t (in seconds) for the adultpart as
well as the adult data set using different working set
sizes. The corresponding plot with some more values
is shown in Fig. 3. Results for both data sets again
show similar behavior. The training time curve is con-
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Figure 3: Training times for different working set sizes
(huge data sets).

vex and has a minimum at l̂ = 650 for the adultpart
and l̂ = 1200 for the adult data set. The numbers
of kernel evaluations are high for small data sets and
decrease for increasing working set sizes. They reach
a first minimum for the minimal training times, but,
then they remain somehow stable while the training
time increases dramatically. This is caused by the
inner solver and gradient update costs. Working set
sizes between 500 and 1400 led to acceptable training
times, and for the largest training set larger working
set sizes are preferable.

6.3 Influence of the Working Set Size for Par-
allel Computation

The parallel decomposition scheme is based on par-
allel computations of the kernel matrix and paral-
lel gradient update in each decomposition step as
well as parallel matrix-vector multiplications in the
inner solver. Usually applied to very large work-
ing sets (Zanghirati & Zanni 2003a, Eitrich & Lang
2006b) we showed, that smaller working set sizes lead
to better results in the serial case. In this section, we
will broaden our analysis to parallel training and run
the same tests for the largest data set (adult) to show
the parallel behavior of the decomposition method for
smaller working set sizes.

In Table 6 some results for parallel runs using
1, 2 and 4 threads are given. With t(·) we denote
the training time against the number of threads and
with s(·) the corresponding speedup value, where
the speedup is defined in the usual way as s(n) =
t(1)/t(n), where n is the number of threads. In Fig. 4
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l̂ 50 100 300 500 650 800 1200 1600 2000 2400 3000 3500
#D 4472 1774 332 145 100 70 40 35 27 22 18 16
#E 6803 5428 2832 1903 1591 1310 1013 1062 1042 992 1001 1031
#sv 11779 11758 11768 11759 11755 11766 11766 11752 11771 11765 11751 11782
t 2477 1986 1063 874 681 616 592 793 962 1064 1477 2176

Table 5: Results for the adult data set.

l̂ 50 100 300 500 650 800 1000 1200 1600 2000 2400 2800 3000 3500
t(1) 2477 1986 1063 874 681 616 651 592 793 962 1064 1346 1477 2176
t(2) 1141 1006 571 460 388 370 379 347 458 558 617 795 879 1224
s(2) 2.2 2.0 1.9 1.9 1.9 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.9
t(4) 659 610 318 276 234 201 200 191 250 318 356 457 486 713
s(4) 3.8 3.3 3.3 3.2 2.9 3.1 3.3 3.1 3.2 3.0 3.0 2.9 3.0 3.1

Table 6: Parallel training results for the adult data set with 1, 2 and 4 threads.
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Figure 4: Training times for different working set sizes
with 1, 2 and 4 threads (adult data set).

we show the corresponding plots for all our tests.
The minimal training time for the parallel runs is

again achieved with l̂ = 1200. The speedup values in
this area are comparable to those with larger working
sets. Thus, working set sizes around 1000 are prefer-
able in this case, since they lead to the best (smallest)
training times in serial as well an parallel mode.

In parallel data mining, the interest is in efficiently
using the available resources. In our tests we observed
acceptable speedup values for all working set sizes we
had chosen. This is due to the fact, that the parallel
kernel matrix evaluation is perfectly scalable and the
problem size for the parallel gradient update is not
dependent on the working set size, so that the parallel
scheme works fine. From our tests we conclude, that
the optimal working set size is indeed dependent on
the data set size and increases for large data sets.
Very large working sets lead to high training times in
general. In our tests we observed global minima for
the training time, that are smaller than we expected
so far.

7 Summary and Future Work

We have analyzed the decomposition algorithm for
SVM training with a fast inner solver. For several
small and large data sets we have tested, how the
working set size influences the training time. For
small data sets we observed enormous differences,
whereas the variability was smaller for the large data
sets. However, differences of one order of magni-
tude may occur easily if choosing a non-optimal work-

ing set size. For small optimal working sets, like
in our results, the attainable speedups for the par-
allel SVM training will be limited due to the fact,
that the efficiency of parallel matrix-vector multipli-
cations decreases with increasing numbers of CPUs or
threads. However, this is not a critical point in SVM
learning. As expensive parameter tuning experiments
need to be done, remaining CPUs can be assigned
to either parallel cross validation schemes (Eitrich
et al. 2006) or to parallel parameter optimization
methods (Eitrich & Lang 2005).

In the future, we will continue with the first ex-
periments presented in this paper using even larger
data sets. In addition, we will work on methods that
automatically compute the optimal working set size
for parallel SVM learning depending on the data set,
the characteristics of the machine used, as well as the
validation and/or parameter optimization scheme.
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Abstract

Sequence mining is often conducted over static and
temporal datasets as well as over collections of events
(episodes). More recently, there has also been a fo-
cus on the mining of streaming data. However, while
many sequences are associated with absolute time val-
ues, most sequence mining routines treat time in a
relative sense, only returning patterns that can be de-
scribed in terms of Allen-style relationships (or sim-
pler).

In this work we investigate the accommodation
of timing marks within the sequence mining process.
The paper discusses the opportunities presented and
the problems that may be encountered and presents a
novel algorithm, INTEMTM , that provides support
for timing marks. This enables sequences to be exam-
ined not only in respect of the order and occurrence
of tokens but also in terms of pace. Algorithmic con-
siderations are discussed and an example provided for
the case of polled sensor data.

1 Introduction

Frequent-pattern (sequence) mining from static
databases has been conducted for a number of years
and algorithms for this form of mining are relatively
mature (Pei et al. 2001, Srikant & Agrawal 1996,
Wang & Han 2004, Yan et al. 2003). Transaction
datasets commonly include a time-stamp for each
transaction and it is this that can be used, in con-
junction with a transaction id, to constrain the min-
ing activity with respect to time.

However, sequence mining is not limited to data
stored in transaction-structured datasets and there
are other domains where an implicit time-stamp may
or may not be included such as web logs, alarm data
in telecommunications networks, sensor data, and so
on. In such domains, the data can be viewed as a se-
ries of events occurring at specific times and therefore
the problem becomes a search for collections of events
(episodes) that occur frequently together. Solving
this problem requires a different approach, and sev-
eral types of algorithm have been proposed for dif-
ferent domains (Mannila & Toivonen 1996, Mannila
et al. 1997, Mooney & Roddick 2004, Spiliopoulou
1999).

Such datasets can also be very similar in nature
to, or are themselves, streaming datasets, an area of
research that is gaining significant interest at present
(Gaber et al. 2005, Giannella et al. 2003, Lin et al.

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

2003). However, the datasets used in these domains
do not always include a time-stamp and this reduces
the problem to those that occur close to each other
in the sequence. This changes the semantics of fre-
quent and makes mining more problematic if time
constraints are required, or if information relative to
the pace of the activity is of interest. However, in
some datasets, the passage of time, while not being
available as a full time-stamp, may be marked by a
token representing a timing tick.

In this paper we address this problem by introduc-
ing the notion of a timing mark (or timing tick)
to accommodate the passage of time within the se-
quence mining process. This allows the process not
only to provide information relative to order and oc-
currence of sequences but also the pace at which they
occurred.

The remainder of the paper is organised as fol-
low. Section 2 briefly discusses background material
on sequence mining and related work. Section 3 intro-
duces the concept of the timing mark and discusses
the opportunities presented and potential problems
that may be encountered. Section 4 deals with algo-
rithmic considerations and presents a novel algorithm
INTEMTM that provides support for the concept of
timing marks. Section 5 provides experimental re-
sults resulting from the implementation while Section
6 offers some conclusions and suggestions for future
work.

2 Background and Related Work

The sequential pattern mining problem can be viewed
from both a static dataset and episodic point of view;
the latter being the area most closely related to the
mining discussed in this work. We outline below some
definitions of the related areas and previous research
in sequence, episodic and time series mining is briefly
discussed.

2.1 Sequential Pattern Mining

Given a dataset of sequences, where each sequence
consists of a list of transactions ordered by transac-
tion time and each transaction is a set of items, the
aim of sequential pattern mining is to discover all se-
quential patterns with a user-specified minimum sup-
port, where the support of a pattern is the number of
data-sequences that contain that pattern (Agrawal &
Srikant 1995).

The problem of mining sequential patterns can be
stated as follows: Let I = {i1, i2, . . . , im} be a set
of literals, termed items, which comprise the alpha-
bet. An event is a non-empty unordered collection of
items. It is assumed without loss of generality that
items of an event are sorted in lexicographic order.
A sequence is an ordered list of events. An event is
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denoted as (i1, i2, . . . , ik), where ij is an item. A se-
quence α is denoted as 〈α1 → α2 → · · · → αq〉, where
αi is an event. A sequence with k-items (k =

∑
j |αj |)

is called a k-sequence. For example, 〈B → AC〉 is a
3-sequence. A sequence 〈α1 → α2 . . . → αn〉 is a sub-
sequence of another sequence 〈β1 → β2 . . . → βm〉
if there exist integers i1 < i2 < . . . < in such
that α1 ⊆ βi1 , α2 ⊆ βi2 , . . . , αn ⊆ βin

. For ex-
ample the sequence 〈B → AC〉 is a subsequence of
〈AB → E → ACD〉, since B ⊆ AB and AC ⊆ ACD,
and the order of events is preserved. However, the
sequence AB → E is not a subsequence of ABE and
vice versa.

The process is provided with a dataset D of input-
sequences where each input-sequence in the dataset
has the following fields: sequence-id, event-time and
the items present in the event. It is assumed that
no sequence has more than one event with the same
time-stamp, so that the time-stamp may be used as
the event identifier. In general, the support or fre-
quency of a sequence, denoted σ(α,D), is defined as
the total number of input-sequences in the dataset
D that contain α1. Given a user-specified minimum
support threshold (denoted min supp), a sequence is
said to be frequent if it occurs at least min supp times
and the set of frequent k-sequences is denoted as Fk.
A frequent sequence is deemed to be maximal if it
is not a subsequence of any other frequent sequence.
The task then becomes the discovery of all frequent
sequences from a dataset D of input-sequences and a
user supplied min supp.

2.2 Episodic Mining

The first algorithmic framework developed to mine
datasets that were episodic in nature was introduced
by Mannila et al. (1995). The task was to find all
episodes that occur frequently in an event sequence,
given a class of episodes and an input sequence of
events. In their framework an episode is defined to
be:

“... a collection of events that occur rela-
tively close to each other in a given partial
order, and ... frequent episodes as a recur-
rent combination of events” (Mannila et al.
1997)

The notation used is as follows.
E is a set of event types and an event is a pair

(A, t), where A ∈ E is an event type and t is the
time (occurrence) of the event. There are no re-
strictions on the number of attributes that an event
type may contain, but the paper only considers sin-
gle values with no loss of generality. An event se-
quence s on E is a triple (s, Ts, Te), where s =
〈(A1, t1), (A2, t2), . . . , (An, tn)〉 is an ordered sequence
of events such that Ai ∈ E for all i = 1, . . . , n, and
ti ≤ ti+1 for all i = 1, . . . , n − 1. Further Ts < Te
are integers, Ts is called the starting time and Te the
ending time, and Ts ≤ ti < Te for all i = 1, . . . , n.

2.3 Time Series Mining

Data mining of time series datasets includes not only
sequence mining but also clustering, classification,
and association mining (Lin et al. 2003, Das et al.
1998, Guralnik & Srivastava 1999, Höppner 2001,
Keogh et al. 1993). As would be expected, the con-
straints available each time are those appropriate for
the form of mining and the rules that emerge from

1This general definition has been modified as algorithmic devel-
opment has progressed and different methods for calculating sup-
port have been introduced, see the work of Joshi et al. (1999) for
a complete summary of counting techniques.

this type of analysis are similarly aligned with the
mining method chosen. For the case of sequences,
typical rules are based on (a priori supplied) calen-
dric, or cyclic patterns and have some similarity to
those addressed in this paper.

3 Timing Marks

The concept of timing marks introduced here refers
to embedded tokens that indicate the passage of time.
They are not time-stamps in that they do not record
absolute time values but rather ticks which can be
referenced to determine the pace of events 2. For
example, the notion of polled data infers a (fixed)
time interval during which the polling occurs. During
this interval, it may be possible that not all sensors
are read and/or some do not return data. Moreover,
many sequences of events have a time-stamp, either
inherently in how they are reported, or overlaid by a
system that needs to interrogate the data. How this
fixed time element is encoded in the data is of inter-
est. In traditional sequence mining, time-series min-
ing and web-log mining each element to be mined has
a time-stamp associated with it and therefore encod-
ing an additional timing mark is not necessary. With
sensor data and other data streams there is usually
no time-stamp and therefore it is necessary to include
a time-stamp or timing mark into the data.

In our recent work on mining interacting episodes
we have implicitly assumed (in common with other re-
searchers) that each token (sensor reading) occurred
for a fixed period of time and that the time between
tokens was zero (or alternatively, that events are in-
stantaneous and the time between tokens was con-
stant). That is, we could view a sequence of n tokens
as occurring over n time periods of equal length, no
matter what the period/granularity was (Mooney &
Roddick 2004). This work relaxes this assumption.
That is, although the time between events may re-
main unchanged – equal length intervals – the num-
ber of tokens (events) that occur within that time
can vary. To accommodate this assumption we have
introduced timing marks into the data. These tim-
ing marks may have different properties depending on
the data they are associated with and more generally
timing marks can be viewed as having the following
possibilities3:

Timing marks as tokens. One of the polled sen-
sors is used as the timing mark which would
mean that all time-referenced sequences would
be reported with reference to this sensor. One
problem with this option is that the sensor used
as the timing mark may not fire regularly and
as such any rules that are reported may or may
not have value. If however the sensor is firing in
every cycle then its usefulness from a reporting
standpoint is valuable in the same way as if it
were a delimiter.

Timing marks added as delimiters. In this op-
tion, timing marks are added as additional to-
kens to the sequence. This is necessary where
all other tokens are sporadic as is the case with
many types of sequence. For our purposes, this
is our assumed format.

2The consensus glossary (Jensen et al. 1998) delineates between
two forms of time - absolute and relative. Timing marks are,
in many respects, both and neither of these possessing an abso-
lute time period relative to each other but little else. Certainly,
little of the current temporal data mining research (Roddick &
Spiliopoulou 2002) can handle timing marks.

3In the following examples the period ‘.’ is used as the notation
of the timing mark.
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Timing marks as absolute time. In some
cases, each token carries with it an absolute time
stamp. In this case there is more information
that is required for our purposes here and it
would be trivial to convert such a sequence to
one that contained timing marks as delimiters.

The value of timing marks becomes apparent when
queries can be issued and results reported with re-
spect to timing marks. A given sequence, for exam-
ple, could be deemed as “fast/bursty” or as “slow”.
For instance, the difference between the two sequences
ABC and A...B..C may be significant even if they oc-
cur within the normal lookahead.

More significantly, the semantics of rules using
temporal relationships such as A − during → B or
A−meets → B may change depending on the num-
ber of timing marks that have been encountered. For
instance, to allow for recording latency, two intervals
may be deemed to meet if they occur within n timing
marks.

4 Algorithmic Considerations

Timing marks can be either present or absent in a
data stream and as such users should have the oppor-
tunity to include or exclude the timing marks in their
search for frequent episodes. Consequently, the tim-
ing marks feature has necessarily been implemented
as a constraint, thus allowing the user to select the
token that is the timing mark and, in addition, choose
whether to report those episodes that contain exactly
the prescribed number of timing marks or all episodes
up to and including the prescribed number of timing
marks.

Since we provide the user with the choice, it makes
sense for the implementation of this constraint to be
post episode discovery. To further reinforce this deci-
sion, the token used for the timing mark may be one
of the data tokens, not one that is orthogonal to the
data, in which case the user may not wish to remove
the token from those episodes that are reported. In
order to facilitate the fact that the timing mark may
be one of the data tokens, the input file is scanned
upon selection to generate a list of those tokens avail-
able. This incurs no overhead since the file has to
be read before further processing can be undertaken.
Since this is an added constraint, the impact on the
existing algorithm is minimal.

The two parameters used are:

• The lookahead (or window) parameter used in
previous work (Mooney & Roddick 2004) (sim-
ilar to Mannila et al.’s window concept (Man-
nila et al. 1997)), defines the maximum length
episode to be mined) is included, together with

• a timing mark count (tmc), which defines either
the maximum number of timing marks that can
be included or the exact number of timing marks
that should occur in the sequence.

Since both of these measures can be used, for
the purpose of “frequent”, a sequence up to looka-
head must also occur within the prescribed number
of marks – ie. the cut-off is either the lookahead or
timing mark count whichever is the smaller.

4.1 Timing Mark Pruning

If the user has chosen to include the timing marks
in their search then the following will occur after the
frequent episodes have been discovered. First, prun-
ing will be conducted on the frequent sequences so
that only those that contain the prescribed number

Algorithm 4.1 Algorithm for imposing timing
marks on sequence discovery
Input: A set of frequent sequences that are to be pruned for timing

marks.
Output: the collection of frequent sequences according to the tim-

ing mark constraints.
1: procedure pruneForTimingMarks(ArrayList aList)

2: for (i := 0; i < aList.size(); i++) do
3: TreeMap tm := aList.get(i);
4: TreeMap clTm := tm.clone();
5: for all (String cand : clTm.keySet()) do
6: int numMarks = countTimingMarks(cand);
7: if (exactly selected) then
8: if (numMarks 6= maxMarks) then
9: tm.remove(cand);
10: end if
11: else
12: if (numMarks > maxMarks) then
13: tm.remove(cand);
14: end if
15: end if
16: end for
17: end for
18: end procedure

Algorithm 4.2 Removes the timing marks from the
frequent sequences and reassigns them to the correct
output containers.
Input: a list of frequent episodes that have been pruned for the

required number of timing marks.
Output: the required frequent episodes without timing marks.
1: procedure removeAllTimingMarks(ArrayList aList)
2: ArrayList modList := new ArrayList();
3: for all (TreeMap tmap : aList) do
4: TreeMap modTree := new TreeMap();
5: for all (String cand : tmap.keySet()) do
6: String newCand := removeTimingMarks(cand);
7: if (!newCand.equals(“”)) then
8: modTree.put(newCand, tmap.get(cand));
9: end if
10: end for
11: modList.add(modTree);
12: end for
13: frequentList := reassignEpisodes(modList);
14: end procedure

of timing marks, see Algorithm 4.1, will remain. If the
timing mark is not determined to be one of the tokens
in the data, then removal of the timing marks from
those remaining sequences will ensue, and finally re-
assignment of them to the correct output containers,
see Algorithm 4.2.

For timing marks to remain unambiguous to the
user and therefore be consistent throughout the ap-
plication then the following convention is adopted:

1) Within one mark means that there are no timing
marks allowed in the sequence. Algorithmically
this can be described by – assuming the timing
mark is “.” –

if (tmc = 1 ∧ cand.indexOf(“.”) 6= −1) then
set output to null

end if
return

This also leads to an added pruning technique –
i.e. in the case of one timing mark, if we are look-
ing for an x length sequence and the last item in
the sequence is a timing mark, then the next x se-
quences are not viable candidates so can be elim-
inated from the search.

2) Within one or more timing marks. During one
timing mark is as described above while n marks
indicates that there are n distinct sections in the
sequence which would have embedded n−1 timing
marks.
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4.2 Rule semantics

Typically rules from sequence discovery are of the
type that can described in terms of Allen-style (Allen
1983) relationships (or simpler). This is the case not
only for market-basket mining (Agrawal & Srikant
1995, Ayres et al. 2002, Garofalakis et al. 1999, Han
et al. 2000), but also episodic mining (Mannila et al.
1997, Mooney & Roddick 2004). In the case of
episodic mining both parallel and serial episodes yield
these types of rules. When using timing marks as de-
limiters the following possibilities, similar to those of
episodic mining, must be considered:

1) if the sequences occur within the interval de-
limited by a pair of timing marks, for exam-
ple, .ABCDEF., then this is analogous to parallel
episodes4, or

2) if the sequences must occur within a certain num-
ber of timing marks. For example, .AB.CDE.F.,
then it is analogous to serial episodes.

In the first case above, the discovered sequences
could be treated as transactions (if order is irrelevant)
and therefore further processing may be conducted
using other data mining methods, such as association
rule mining (Ceglar & Roddick 2006). In the second
case details about the ‘speed’ of discovered sequences
can be obtained with respect to the number of tim-
ing marks that are contained, allowing for a better
understanding of the data.

If the timing mark is viewed as a fixed length pe-
riod with no absolute time-stamp associated with it
then we can search for sequences that occur under
both of the above conditions. For example, given the
sequence .ABCDEFG.HIJ.. with a maximum look
ahead of 5:

1) For sequences that occur within one cycle –
ABCDE, BCDEF, and CDEFG are all valid while
FGHIJ is not. This may be useful to determine
if certain sensors did not fire during a particular
cycle.

2) For sequences that occur over a period of x time
cycles – sequence FGHIJ occurs over two time cy-
cles.

Given this information, the knowledge of the po-
sition of the timing mark allows for added semantics
to be attached to the sequence – not only can we say
that FGHIJ occurs over two time cycles but also that
first cycle is ended with FG and the second is begun
with HIJ. This may have added interest, depending
on the application, to any resulting output that may
be derived.

5 Experimental Results

The algorithm was implemented in the JavaTM

programming language and all experiments were
conducted on a 2.6GHz AMD machine running
Windows R©XP with 1Gb of RAM (see Figure 1).
The INTEMTM implementation represents an ex-
tension to the INTEM (INTeracting Episode
Miner), which also includes graphical output, as well
as text, of the discovered sequences. Furthermore, in-
teractions may also be discovered and reported using
Allen-style relationships (Allen 1983), Freksa’s con-
ceptual neighbourhoods (Freksa 1992) or more fine
grained Midpoint relationships (Roddick & Mooney
2005). Since the user has control over the number and
method of timing mark inclusion the “speed” of the

4This would be data dependent and would rely on whether the
order within the marks is relevant.

Figure 2: Execution times with and without timing
marks for the test files.

Figure 3: Number of frequent sequences and max-
imum length sequences with and without timing
marks.

discovered sequences is known and can be reported
easily.

All tests were conducted using a low support level
(0.005), a lookahead value of 20 and, when including
timing marks, a timing mark count (tmc) of 2 with
the reporting option set to exclude the marks from
the output. The results show that there is no over-
head incurred when using the timing mark option, see
Figure 2. Indeed, since the constraint is implemented
deeper in the process there is a slight speed increase
when looking for sequences containing timing marks.
The reason for the speed up can also be seen, (see Fig-
ure 3), by e fact there are less sequences discovered
with the timing mark option selected and in the ma-
jority of cases the maximum length of the discovered
sequences is smaller.

6 Conclusions and Future Work

In this paper we have discussed the inclusion of tim-
ing marks for dealing with data that have no abso-
lute time attached to the events to be mined. We
have shown that the implementation of the algorithm
incurs negligible added overhead and that the bene-
fits associated with the rules that may be reported
are important in terms of being able to determine the
pace of a sequence.

Future research is necessary in this area to accom-
modate this feature into algorithms that can deal
with streaming data – an already complex domain
(see (Gaber et al. 2005)) Further research is also
needed in the area of rule generation, together with
some consideration of the resultant semantics of the
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Figure 1: Screenshot of the experimental system.

rules. This latter issue is highly dependent on the
data being mined and therefore careful consideration
is needed.
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Abstract 

Data mining is currently becoming an increasingly hot 
research field, but a large gap still remains between the 
research of data mining and its application in real-world 
business. As one of the largest data users in Australia, 
Centrelink has huge volume of data in data warehouse and 
tapes. Based on the available data, Centrelink is seeking to 
find underlying patterns to be able to intervene earlier to 
prevent or minimize debt. To discover the debtor patterns 
of Centrelink customers and bridge the gap between data 
mining research and application, we have done a project on 
improving income reporting to discover the patterns of 
those customers who were or are in debt to Centrelink. 
Two data models were built respectively for demographic 
data and activity data, and decision tree and sequence 
mining were used respectively to discover demographic 
patterns and activity sequence patterns of debtors. The 
project produced some potentially interesting results, and 
paved the way for more data mining applications in 
Centrelink in near future.. 

Keywords:  Data mining, decision tree, association rule, 
sequence mining 

1 Introduction 

Data mining is currently becoming an increasingly hot 
research field, but a large gap still remains between the 
research of data mining and its application in real-world 
business. As one of the largest data users in Australia, 
Centrelink has huge volume of data in data warehouse and 
tapes. Centrelink raised over $900 million worth of 
customer debts, excluding Child Care Benefits and Family 
Tax Benefits, in the year 2004-05 (Centrelink 2005). 
Moreover, Customer contact generates massive quantities 
of activity transactions. For example, Centrelink processed 
5.2 billion transactions in the year 2004-2005 (Centrelink 
2005). These transactions may contain important 
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information related to both debt prevention and the 
achievement of Government Social Security objectives. 

To discover the debtor patterns of Centrelink customers 
and bridge the gap between data mining research and 
application, we have done a project on improving income 
reporting to discover the patterns of those customers who 
were or are in debt to Centrelink. Two data models were 
built respectively for demographic data and activity data, 
and decision tree and sequence mining were used 
respectively to discover demographic patterns and activity 
sequence patterns of debtors.  

We used the following analysis methods to discover the 
demographic characteristics and activity sequence patterns 
of debtors, which may provide information to help know 
who the debtors are, why the debts occur, and under what 
conditions debts has a high probability of occurring. 

− decision tree for classification of debtor/non-debtor 
− association mining for frequent customer circumstances 
− sequence mining for activity sequence patterns 

Two softwares, Teradata Warehouse Miner (TWM) 
(Teradata 2005) and Teradata SQL Assistant, were used 
for the above analysis. Most of our analytical models for 
mining debtor patterns were either directly based on the 
modules of TWM or on the improved SQL codes 
generated by TWM. 

With the help of the above tools, we studied Centrelink 
data related to debtors, built data models and analytical 
models, and then produced some potentially interesting 
results, such as the demographic characteristics and the 
activity patterns of debtors. Our models and 
methodologies and the experience acquired in this project 
paved the way for more data mining applications in 
Centrelink in near future. 

The rest of the paper is organised as follows. The business 
problem and the data available in this project are discussed 
in Section 2. Then we present the demographic data 
model, data mining model and results in Section 3. Section 
4 describes the activity sequence data model, data mining 
model and results. The last section concludes the paper and 
discusses some future work. 

2 Business Problem and Available Data 

In this section, the business problem will be introduced 
and the available data will be described. 
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2.1 Business Problem 

Centrelink is a government agency delivering a range of 
Commonwealth services to the Australian community. It 
distributes approximately $63 billion in social security 
payments on behalf of policy departments. The following 
are some statistics (Centrelink 2006).  Centrelink: 

− has 6.4 million customers, or approximately one-third 
of the Australian population, 

− administers more than 140 different products and 
services for 25 government agencies, and 

− pays 9.98 million individual entitlements each year and 
records 5.2 billion electronic customer transactions 
each year. 

From the above figures, we can see that it has not only a 
very large population but also very large volume of 
customer data. Moreover, it has huge volume of 
transaction data which records its activities, which is 
shown by the following statistics. It 

−  has sent 87.2 million letters customers each year,  
−  receives more than 32.68 million telephone calls each 

year, 
−  receives 39.5 million website page views each year, 
−  grants 2.77 million new claims each year, 
− conducts more than 98,700 Field Officer reviews each 

year, and 
− has more than 650,000 booked office appointments 

each month. 

Among the large population, there are some people 
purposely trying to maximize their payments from 
Centrelink by reporting less income or inadvertently 
claiming more benefits than they are entitled, which leads 
to a large amount of debts. The fraud statistics from 
Centrelink (Centrelink 2006) show that: between 1 July 
2004 and 30 June 2005, 

− Centrelink conducted 3.8 million entitlement reviews, 
which resulted in 525,247 payments being cancelled or 
reduced. 

− Almost $43.2 million a week was saved and debts 
totaling $390.6 million were raised as a result of this 
review activity. 

− Included in these figures were 55,331 reviews of 
customers from tip-offs received from the public, 
resulting in 10,022 payments being cancelled or 
reduced and debts and savings of $103.1 million. 

− There were 3,446 convictions for welfare fraud 
involving $41.2 million in debts. 

All the above figures show that debt prevention is a very 
important task for Centrelink. From the above statistics, 
we can see that about 14% out of all entitlement reviews 
resulted in debts, with a lot of money saved. However, 
86% reviews resulted in nil debt. Therefore, much effort 
can be saved if we can target those customers who are 
debtors or are of high probability to have debts and then 
conduct reviews only on those customers. From the 
perspective of activity, if we can detect some activity 
sequence patterns are associated with debts, then 
something can be done in advance to prevent or reduce 
debts. Based on the above idea, we conducted a project to 
discover demographic characteristics and activity 
sequence patterns of debtors, expecting that the results 

may help to target specific customer groups or activity 
sequence patterns associated with high probability of 
debts.  On the basis of the discovered patterns, more data 
mining work can be done on debt detection and then a debt 
prevention and/or reduction system can be built in near 
future. 

2.2 Data Available 

The Centrelink corporate database contains information 
about Centrelink customers and activities used to support 
them as well as activities to manage the government 
business. Centrelink delivers help and payments to 
customers on behalf of the Government and at the same 
time maintains tight controls over those payments to keep 
the integrity of the system accountable and transparent. 

Newstart Allowance (NSA) is an allowance for those 
unemployed residents who are aged 21 or over and under 
Age Pension age. The population of this project is those 
customers who benefit from NSA. NSA is composed of up 
to four parts: Basic rate, RA (Rent assistance), PHA 
(Pharmaceutical allowance) and RAA (Remote area 
allowance). NSA customers can be classified into three 
groups: those with income debt, those with other debts and 
those without debt. This project concentrates on those 
NSA customers with income debt and analyses their 
characteristics and activities. 

There are three kinds of data which relates to the above 
problem: customer data from Newsnap database, debt data 
from Debt database and activity data from AMHS 
database.  

− Newsnap database: It keeps summary information of 
Newstart Sytems (NSS) cluster population, including 
personal information about the customer, such as 
gender, age, marital status, and indigenous indicator as 
well as address movements, income and migrant 
information.  

− Debt database: It is used by debt management and 
contains debt details, co-debtors, recoverable debts and 
overpayments.  

− Transaction database: It contains data about 
transactions and activity management before they are 
applied to the database. For the activities, what’s 
available in mainframe is those activities after the 
beginning of 2006. Those data before that are stored in 
tapes. Therefore, only the activities from 1/1/2006 to 
31/3/2006 are used in this project because of the time 
limit.  

The debts under consideration are from 1/7/2004 to 
28/2/2006 for debt file. The data from 1/1/2006 to 
31/3/2006 in transaction database are considered. The 
customer data is a snapshot of Newsnap file on 30/6/2005. 
To compute the history summary, eg., address change 
times, the summary of the previous financial year is used. 

All the three databases are internal databases stored in 
IBM mainframe, and can be accessed via SAS. The data 
related to NSA will be extracted from the above three 
databases and then loaded into Teradata warehouse.  

Personal ID will be used to link the three databases 
together. From Newsnap, those whose benefit type is NSA 

CRPIT Volume 61

136



will be extracted. With those personal IDs from NSA data, 
those related transactions and debt records will be 
extracted from transaction database and debt database, 
respectively. 

3 Discovering Demographic Patterns of 
Debtors 

This section will present the construction of a customer 
demographic data model based on customer data and debt 
data, the data mining model and the results. 

3.1 Building Demographic Data Model 

This data model is to organise customer circumstances 
data and debt information into one table (see Table 1), 
based on which the characteristics of debtors and 
non-debtors will be discovered. In this data model, each 
customer has one record, which shows its latest or 
aggregated information of customer circumstances and 
debt. There are three kinds of attributes in this data model: 
customer current circumstances, the aggregation of debts, 
and the aggregation of customer history circumstances 
(say, the number of address changes), which are shown in 
Table 1. Debt indicator is defined as a binary attribute 
which indicates whether a customer had any debts in the 
previous financial year. The summary of the built 
demographic data model is given in Table 2. 

3.2 Feature Selection 

There are over 80 features in the constructed demographic 
data model, which is too much for available data mining 
software due to the huge search space. The following 
methods were used to select features. 

− Correlation: the correlation between variables and debt 
indicator (see Table 3), 

− Chi-square: the contingency difference of variables to 
debt indicators (see Table 4), 

− Data exploration based on statistics: the impact 
difference of a variable on debtors and non-debtors. 

Chi-square analysis is used to find the relationship 
between debt indicator and customer circumstances. It is 
implemented in module “Test based on Contingency 
Tables” with TWM. In those modules, debt indicator is set 
as first column, while customer circumstances variables 
are set as second columns. The statistical test style is set to 
“Chi Square”.  

Based on correlation, chi-square test and data exploration, 
15 features, such as  ADDRESS_CHANGE_TIMES,  
RENT_AMOUNT, RENT_TYPE, 
CUSTOMER_SERVICE_CENTRE_CHANGE_TIMES 
and AGE, are selected as input for the following decision 
tree and association rule analysis. 

3.3 Decision Tree Mining on Demographic Data 

Based on the above feature selection, decision tree is used 
to build a classification model for debtors/non-debtors. It 
is implemented in TWM module “Decision Tree”. In those 
modules, debt indicator is set to dependent column, while 
customer circumstances variables are set as independent 
columns. The best result we got is a tree of 676 nodes, and 
its accuracy is shown in Table 5, where “0” and “1” stand 
for “no debt” and “debt”, respectively. The accuracy is 
poor (63.71%), and the error of false negative is high 
(30.53%). It is difficult to further improve the accuracy of 
decision tree on the whole population, however, some 
leaves of higher accuracy can be discovered by focusing 
on smaller groups. We found that the current version of 

Table 2.  Summary of demographic data 

Time frame # of NSA customers # of NSA debtors* 

Snapshot on 30/06/2005 498,597 189,663 

* Number of NSA customers on 30/06/2005 who had NSA debts during the previous 
financial year (from 1/7/2004 to 30/06/2005) 

Table 1.  Demographic data model 

Fields Notes 

Customer current 
circumstances 

These fields are from the current customer circumstances in customer data, which are 
personal id, indigenous code, medical condition, sex, age, birth country, migration 
status, education level, postcode, language, rent type, method of payment, etc. 

Aggregation of debts 

These fields are derived from debt data by aggregating the data in the past financial 
year (from 1/7/2004 to 30/06/2005), which are debt indicator, the number of debts, the 
sum of debt amount, the sum of debt duration, the percentage of a certain kind of debt 
reason, etc. 

Aggregation of history 
circumstances 

These fields are derived from customer data by aggregating the data in the past 
financial year (from 1/7/2004 to 30/06/2005), which are the number of address 
changes, the number of marital status changes, the sum of income, etc. 
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Teradata warehouse miner cannot output leaves above a 
given accuracy threshold automatically and that it is 
difficult to navigate through the huge tree manually, we 
then turned to association rule mining to discover 
interesting patterns with higher accuracy on small groups 
of population. 

3.4 Association Rule Mining on Demographic 
Data 

Association mining (Agrawal, Imielinski, and Swami 
1993) is used to find frequent customer circumstances 

patterns that are highly associated with debt or non-debt. It 
is implemented with “Association” module of TWM. In 
the module, personal ID is set as group column, while 
item_code is set as item column, where item_code is 
derived from customer circumstances and their values. In 
order to apply association rule analysis to our customer 
data, we regard each value of each feature as an item. 
Taking feature DEBT_IND as example, it has 2 values, 
which are DEBT_IND_0 and DEBT_IND_1. So 
DEBT_IND_0 is regarded as an item and DEBT_IND_1 is 
regarded as another item.  

Table 3.  Correlation between debt indicator and customer circumstances 

Attributes  Correlation  

CUSTOMER_SERVICE_CENTRE_CHANGE_IND 0.143 

ADDRESS_CHANGE_TIMES 0.139 

CUSTOMER_SERVICE_CENTRE _CHANGE_TIMES 0.135 

ADDRESS_CHANGE_IND 0.129 

RENT_AMOUNT 0.090 

MARITAL_CHANGE_TIMES 0.085 

MARITAL_CHANGE_IND 0.083 

RA_ENTITLEMENT_AMOUNT 0.058 

AGE -0.092 

LODGEMENT_FREQUENCY -0.098 

 

Table 5.  Confusion matrix of decision tree results 

 Actual 0 Actual 1 

Predicted 0 280,200 (56.20%) 152,229 (30.53%) 

Predicted 1 28,734 (5.76%) 37,434 (7.51%) 

Table 4.  Result of chi-square analysis for customer circumstances and debt indicator 

Attributes  Chi-square 

CUSTOMER_SERVICE_CENTRE _CHANGE_TIMES 13026 

ADDRESS_CHANGE_TIMES 10889 

LODGEMENT_FREQUENCY 6057 

RENT_TYPE 4276 

AGE 3940 

RENT_AMOUNT 3903 

MARITAL_CHANGE_TIMES 3745 

RA_RATE_EXPLANATION 3424 

RA_PRECLUSION_A13SON 3043 

ACCOMMODATION 2924 
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Due to the limitation of spool space, we cannot run 
association rule analysis on the whole customer data. 
Therefore, we conduct association rule analysis on a 10% 
sample of the original data, and the discovered rules are 
then tested on the whole customer data. We select the top 
15 features to run association rule analysis with minimum 
support as 0.003, and selected results are shown in Table 
6. For example, the first rule in Table 6 shows that 65% 
out of those customers with RA_RATE_EXPLANATION 
as “P” (Partnered) and aged from 21 to 28 have had debts 
in the previous financial year, and the lift of the rule is 
1.69. 

4 Discovering Activity Sequence Patterns of 
Debtors 

The previous section describes our work on “static” 
demographic data, which tries to find the demographic 
patterns of debtors. In addition to the demographic 
characteristics, a debtor may have interesting activity 
patterns which show the interactions between him/her and 
Centrelink. This section will present the work on mining 
“dynamic” activity data, which is composed of customer 
activities sequences from 1/1/2006 to 31/3/2006. 

An activity represents a unit of work.  It records: 1) which 
customer is the activity related to (e.g. personal id), 2) the 
type of actions (e.g. activity code), 3) the date and the time 
the actions were done, 4) the reason for the actions (e.g. 
receipt of source documents and manual notes), etc. An 
activity can be caused by new claims or circumstance 
changes. It can also be caused by transaction of somebody 
else’s. For example, when a customer is granted Newstart, 
an activity will be created to check the partner's record to 
ensure that the Family Tax Benefit is paid correctly. An 
activity can also be generated automatically by the system 
or manually registered. For example, in cases where 
maintenance action is in progress, automatic activities are 
generated to ensure the progress is reviewed. 

An activity sequence is a series of actions for a customer, 
and mining such sequences may help to discover which 
sequences are highly associated with debts and which are 
not. In the following an activity sequence data model, data 
mining models and the results will be presented. 

4.1 Building Activity Sequence Data Model 

This data model organises activity data into baskets or 
sequences for association and sequence analysis and two 

Table 6.  Results of association rule mining 

Association Rule Support Confidence Lift 

RA_RATE_EXPLANATION=P 
and age 21 to 28  
=>debt 

0.003 0.65 1.69 

MARITAL_CHANGE_TIMES =2 
and age 21 to 28 
=>debt 

0.004 0.60 1.57 

age 21 to 28 
and PARTNER_CASUAL_INCOME_SUM>0 
and rent amount ranging from $200 to $400 
=> debt 

0.003 0.65 1.70 

MARITAL_CHANGE_TIMES =1 
and PARTNER_CASUAL_INCOME_SUM>0 
and HOME_OWNERSHIP=NHO  
=> debt 

0.004 0.65 1.69 

age 21 to 28 
and BAS_RATE_EXPLAN=PO 
and MARITAL_CHANGE_TIMES=1 
and rent amount in $200 to $400 
=>debt 

0.003 0.65 1.71 

CURRENT_OCCUPATION_STATUS=CDP  
=> no debt 

0.017 0.827 1.34 

CURRENT_OCCUPATION_STATUS=CDP 
and SEX=male 
=> no debt 

0.013 0.851 1.38 

HOME_OWNERSHIP=HOM  
and CUSTOMER_SERVICE_CENTRE_CHANGE_TIMES =0 
and REGU_PAY_AMOUNT in $400 to $800 
=> no debt 

0.011 0.810 1.31 
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different kinds of baskets/sequences are built respectively 
for debt and non-debt. According to domain expert’s 
opinion and the frequency of activity, the following 
strategy is used to build the baskets/sequences. For debt 
baskets/sequences, we look back one month before each 
debt to build up the basket/sequence for analyzing the 
activities. That is, if there is a debt of a customer, those 
activities of the customer happened in 30 days 
immediately before the debt are put into one basket. For 
debt basket, those debts beginning in January 2006 and 
their associated activities are excluded because the 
available activities before them are less than one month. 
For non-debt basket, those activities in January and 
February 2006 can be taken as a basket for a customer 
having no debts in the first 3 months of 2006. Those 
activities from 16/1/2006 to 15/2/2006 are used to build 
baskets for non-debt, because there are too few activities in 
the beginning days of the year. 

An activity sequence is built for each debt of a person, and 
personal ID and debt ID are concatenated as the identifier 
of the sequence. This is to make the data ready for both 
association mining and sequence mining with TWM. The 
following are two examples of debt activity sequence and 
non-debt activity sequence, where Ai stands for an activity, 
and D and N denote “debt” and “no debt”, respectively. 

Debt activity sequence: A1, A2, A3, A5, A6, A7, D. 

Non-debt activity sequence: A4, A6, A3, A2, A5, A9, A1, N. 

Table 7 summarizes the results of constructing debt and 
non-debt activity baskets/sequences. Activities are also 
reorganised in terms of income and non-income, where 
debt baskets are only built for all income-related debts, and 
all other types of debts are ignored while non-debt baskets 
are constructed for all persons not having a debt. This is 
based on that income-related debt is one of the concerns of 
this project, and also because of the imbalance of debt and 
non-debt classes of activities. 

4.2 Sequence Mining Models and Results 

The following data mining approaches are used to discover 
activity sequence patterns of debtors. Some examples of 
the discovered results of sequence patterns will follow. 
Note that the activity codes are replaced with Ai for the 
consideration of business confidentiality. 

4.2.1 Sequence Mining on Activity Sequences 
on Mixed Data 

Because the two classes, debt and non-debt, are highly 
unbalanced, it is difficult to find meaningful patterns from 
such data, and the measures of confidence and lift are 
skewed. Therefore, we draw a sample from non-debt data, 
which is of the same size as that of debt data, and 
conducted sequence mining on the sampled data. Then 
sequence mining was employed to discover those activity 
sequences co-occurring frequently with debt or non-debt. 
The support threshold is set to 0.01 and some mined results 
are given in Table 8. 

4.2.2 Sequence Mining on Activity Sequences 
on Separated Data 

To avoid the undesirable effect of unbalanced class sizes, 
we mined separately on debt activity sequences and 
non-debt activity sequences. The difference from mining 
on the mixed data is that this task discovers frequent 
activity patterns without worrying about debt or non-debt 
and that only support is computed for these patterns. Note 
that the support here is local support (Chen et al 2005), that 
is, the support of the pattern on debt data or non-debt data, 
not on the whole dataset. The support threshold is also set 
to 0.01. 

4.2.3 Discovering Dual-Target and 
Contrast-Target Activity Patterns 

For those activity patterns discovered on separated data, 
we look for those patterns which are frequent in both 
datasets, and those patterns which are frequent in one 
dataset but infrequent in the other. The former is named as 
dual-target pattern, while the latter is as contrast-target 
pattern. The way to find dual-target patterns is simply 
selecting those common frequent patterns in both debtor 
dataset and non-debtor dataset. The method to discover 
contrast-target patterns is computing the ratio of the 
supports of a pattern on the two datasets and then selecting 
those patterns with ratios much different from one. 

Dual-target activity patterns given in Table 9 are those 
frequent activity patterns identified in both debt group and 
non-debt group. For these activities and patterns, the local 
support indicates how frequently the activity/pattern 
occurs in each group. Activity A13 occurs in 86.3% of the 
debt records and in 69.4% of the non-debt records. For 
activity A17, a debt is raised within 30 days after A17 for 
25.5% activity sequences, and no debt is raised within 30 
days of activity A17 in 17.8% of activity sequences with 
A17. In this case, probably there are some other activities 
that make the sequences with A17 lead to different results. 
Further investigation is needed to tell what makes the 
sequences result in debt or non-debt. Obviously more 
research needs to be conducted into these activities.  The 
inference is that an activity or sequence occurring in both 
debt and non-debt groups and strongly associated with 
debt is associated with missing information in the non-debt 
group. The potential in this area is for activities/sequences 
strongly associated with debt to act as a trigger for some 
kind of information where they occur in the non-debt 
group. 

Contrast-target activity patterns are those activity 
associations or sequences much more frequent in debt 
group (or non-debt group) than in non-debt group (or debt 
group), which are shown in Table 10. For example, the 
first pattern “A13, A19” is 1.6 times more associated with 
debt than with no debt. For the activities of a customer, if 
A13 happens first and then A19 occurs, the customer 
should be checked carefully in case he may have a debt in 
the near future, or the activity sequences with “A13, A19” 
should be checked to make sure what can be done to 
prevent the occurrence of debt. These sequences, if 
confirmed by further research, can act as markers of debt 
or potential debt.  Where they occur they could be a clear 
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trigger for targeted intervention strategies to prevent or 
minimize debt. 

4.2.4 Discovering Reverse-Target Activity 
Patterns 

For reverse-target activity patterns, we look for those 
frequent pattern pairs like “P=>debt” and “PQ=>no debt”, 
or “P=>no debt” and “PQ=>debt”, where P and Q are 
activities or activity sequences. In both cases, the 
occurrence of Q has a significant impact on the result, by 
changing the result to its opposite. This kind of patterns 
help to find which activity or sequence Q has significant 
impact on the result. For frequent pattern pairs like 
“P=>debt” and “PQ=>no debt”, when activity sequence P 
happened, then activities in Q are suggested to conduct to 
reduce or prevent debt. For frequent pattern pairs like 
“P=>debt” and “PQ=>no debt”, activities in Q are 
suggested not to conduct to reduce or prevent debt. 

To measure the interestingness of the above patterns, we 
designed a measure of “impact” for pattern pair 
“P=>result1” and “PQ=>result2”as follows (see (Cao, 
Zhao, and Zhang 2006) for details). 

Impact = 
13

42

/

/

SupSup

SupSup
,  

where Sup1 is the local support of an underlying pattern, 
e.g., “P=>result1”, Sup2 is the local support of a derivative 
pattern, e.g., “PQ=>result2”, Sup3 is the local support of 
the rule (“P=>result2”) contrary to the underlying pattern, 
and Sup4 is the local support of the rule (“PQ=>result1”) 
contrary to the derivative pattern. Impact should be greater 
than 1.0 for useful patterns. The larger impact is, the more 
interesting is the pattern pair. 

The top-ranking reverse-target activity patterns are given 
in Table 11. It is found that A1, A22, A23, A20 are not 
related to debts in our data, while A13, A14 or A15 is more 
likely to be associated with debt than non-debt.  However, 
when A1, A22, A23 or A20 follow A13, A14 or A15, the 
composite patterns have higher likelihood of resulting in 
non-debt rather than debt. 

4.2.5 Pruning Redundant Patterns 

There are many redundant patterns in the discovered rules. 
Assume that “A=>C” and “AB=>C” are two rules of the 
same confidence, then “AB=>C” is redundant because it 
provides no more information given “A=>C” is known. 
The method is to remove those patterns if there are any 
shorter sub-patterns having the same or roughly the same 
confidence. For contrast-target patterns, those patterns 
whose support ratios are the same or less than the support 
ratios of their sub-patterns are removed. For reverse-target 
patterns, those pattern pairs whose impacts are the same or 
less than the impacts of their sub-patterns are removed. For 
more details on pruning redundant patterns, please refer to 
(Zaki 2004). 

5 Concluding Remarks 

Data mining techniques have been used to discover the 
debtor patterns of Centrelink customers. Two data models, 

customer demographic data model and activity sequence 
data model, were first built and then techniques of decision 
tree and sequence mining were employed to mine the 
demographic data and activity data. The discovered 
patterns maybe used to find those customer groups with 
high probability of debts, so that reviews on those 
customers can be conducted or letters can be mailed to 
them to help reduce debts. Moreover, by discovering 
activity sequence patterns associated with debt/non-debt, 
appropriate actions can be suggested for next step under a 
given situation to reduce the probability of leading to debt. 
This is one of our efforts to solve real-world business 
problems with advanced data mining techniques, and it 
shows promising applications of data mining to solve 
real-life problems in near future. 

However, there are still many open problems to be solved. 
First, there are still hundreds or even thousands of 
discovered rules after redundant patterns have been 
pruned. How can interesting patterns be efficiently 
selected from them? Second, most rules obtained with 
existing statistical measures of interestingness are not 
interesting at all from business perspective, and many 
business interesting rules may be pruned during data 
mining procedure, so post-mining rules pruning helps 
little. The use of domain knowledge when mining can not 
only help to find “business interesting” patterns, but also 
help to reduce the search space and running time of data 
mining algorithms. How can domain knowledge be 
effectively incorporated in data mining procedure? Third, 
the business data is complicated and the customers and 
customer debts/activities are linked to many other 
customers, such as spouse, dependents and tenants. How 
can existing data mining approaches be improved to 
discover more useful patterns by utilizing those additional 
information? For example, an activity A1 of a customer C1 
may lead to an activity A2 of his/her spouse C2, and A2 
may activate activity A3 of a third customer C3. How can 
existing approaches for sequence mining be improved to 
take into consideration the linkage and interaction between 
activity sequences of different customers? Last and the 
most important, how to use these discovered rules to help 
predict and prevent debt? How to build an efficient debt 
prevention system to effectively detect debt in advance 
and give appropriate suggestions to help reduce or prevent 
debt? How to evaluate the risk of debt when an action is 
taken? All the above problems remain open and will be 
part of our future work. 
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Table 7.  Summary of activity sequences 

 # of activities # of sequences 
# of debt-related 

sequences 

All debts 6,063,703 454,934 16,540 (3.6%) 

Income debts 5,770,523 439,953 1,559 (0.35%) 

Table 8.  Results of activity sequence mining 

Sequence Rule Support Confidence Lift 

A1 => no debt 0.0529 0.753 1.51 

A2 => debt 0.0173 0.831 1.66 

A3 => debt 0.0712 0.716 1.43 

A4, A3 => debt 0.0157 0.845 1.69 

A5, A3 => debt 0.0144 0.833 1.67 

A6, A3 => debt 0.0141 0.815 1.63 

A7, A4 => debt 0.0141 0.759 1.52 

A8, A7 => debt 0.0388 0.738 1.48 

A8, A8 => debt 0.0260 0.704 1.41 

A8, A6 => debt 0.0173 0.692 1.38 

A9, A10 => debt 0.0154 0.686 1.37 

A11, A9 => debt 0.0138 0.682 1.36 

A12, A9 => debt 0.0157 0.681 1.36 

A8, A4 => debt 0.0209 0.677 1.35 

A8, A8, A7 => debt 0.0138 0.860 1.72 

 

Table 9.  Dual-target activity sequence patterns 

Activity 
Local support of 
“activity=>debt” 

Local support of 
“activity=>no debt” 

A13 0.863 0.694 

A14 0.845 0.601 

A15 0.711 0.569 

A16 0.322 0.257 

A4 0.286 0.155 

A17 0.255 0.178 

A6 0.248 0.203 

A8 0.226 0.155 

A5 0.164 0.120 

A12 0.162 0.138 

A18 0.133 0.128 
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Table 10.  Contrast-target activity patterns 

Sequence 
patterns 

DSUP: support of 
“pattern=>debt” 

NSUP: support of 
“pattern =>no debt”  

DSUP/NSUP 

A3 0.142 0.053 2.7 

A15, A3 0.094 0.029 3.2 

A13, A19 0.033 0.013 2.6 

A14, A19 0.028 0.011 2.6 

A8, A4 0.042 0.017 2.6 

A19, A14 0.026 0.010 2.4 

A14, A4, A4 0.042 0.015 2.9 

A4, A4, A14 0.038 0.014 2.7 

A8, A7, A13 0.051 0.018 2.7 

A8, A7, A14 0.055 0.020 2.7 

A8, A8, A7 0.028 0.010 2.7 

A14, A4, A14 0.126 0.047 2.7 

A13, A4, A5 0.028 0.011 2.6 

A20 0.026 0.035 0.8 

A1 0.035 0.093 0.4 

 

Table 11.  Reverse-target activity patterns 

Sequence patterns Impact 
SUP1, e.g.,  
support of 
 A1=> no debt 

SUP2, e.g., 
support of  
A1,A14 =>debt 

SUP3, e.g.,  
support of  
A1=>debt 

SUP4, e.g. 
Support of  

A1,A14=>no debt 

A1 => no debt 
A1, A14=> debt 

3.73 0.093 0.017 0.035 0.013 

A1 => no debt 
A1, A15 => debt 

2.93 0.093 0.019 0.035 0.017 

A13 => debt 
A13, A1 => no debt 

2.44 0.863 0.024 0.694 0.012 

A15, A14 => debt 
A15, A14, A22 => no debt 

2.00 0.527 0.015 0.340 0.012 

A14, A15 => debt 
A14, A15, A22 => no debt 

1.87 0.499 0.017 0.344 0.014 

A13, A17 => debt 
A13, A17, A18 => no debt 

1.64 0.166 0.012 0.108 0.012 

A13, A17 => debt  
A13, A17, A21 => no debt 

1.58 0.166 0.011 0.108 0.010 
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Abstract 
The efficient market hypothesis states that an efficient 
market immediately incorporates all available information 
into the price of the traded entity.  It is well established 
that the stock market is not an efficient market as it 
consists of numerous traders with differing strategies and 
interpretations of information.  However there is 
substantial evidence to suggest that the stock market does 
incorporate new information into prices.  Unfortunately 
little research has focussed on the high frequency effect of 
real time news, across a broad base of assets.  This paper 
investigates how the US, UK, and Australian markets 
incorporate all real time news, not just Press 
Announcements, Annual Reports, etc.  We find that there 
is strong evidence to suggest that the markets do 
incorporate news quickly. 

Keywords. Stock Market, News, Return, Volatility, 
Market Reaction. 

1. Introduction 
A plethora of research is available which shows that the 
occurrence of news does effect the market, with the 
majority of research focusing on macroeconomic news, 
which provides an indication of the state of the economy  
(Almeida, Goodhart and Payne 1998, Bomfim 2003, 
Brannas and De Gooijer 2004, Ederington and Lee 1993, 
1995, 2001, Ewing 2002, Graham, Nikkinen and 
Sahlstrom 2003, Han and Ozocak 2002, Hess 2004, Kim 
1998, 2003, Kim, McKenzie and Faff 2004, Nikkinen and 
Sahlstrom 2004a, 2004b, Nofsinger and Prucyk 2003, 
Simpson and Ramchander 2004, Sun and Sutcliffe 2003, 
Tse 1999).  However macroeconomic news is relatively 
infrequent compared to asset specific information, e.g. 
Simpson and Ramchander (2004) state that the United 
States of America releases 23 macroeconomic reports 
regularly, usually monthly, whilst Fung, Yu and Wai 
(2003) found an average over 373 news articles per asset 
per month.  Not only is asset specific information more 
frequent but it has been shown to have a noticeable effect 
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on the given asset (Chan 2003, Donders and Vorst 1996, 
Dungey, Fry and Martin 2004, Fung, Yu and Wai 2003, 
Goodhart 1989, Goodhart and Figliuoli 1992, Goodhart, 
Hall, Henry and Pesaran 1993, Hong, Lim and Stein 
2000, Melvin and Yin 2000, Michaely and Womack 
1999, Mitchell and Mulherin 1994, Mittermayer 2004, 
Roll 1984, Womack 1996, Wuthrich, Permunetilleke, 
Leung, Cho, Zhang and Lam 1998). 

Previous research has shown that the market reacts 
quickly to macroeconomic news (Ederington and Lee 
1993, 1995, 2001, Han and Ozocak 2002, Nofsinger and 
Prucyk 2003).  However as macroeconomic news is 
scheduled (i.e. the market is aware exactly when the news 
is released) the market anticipates the content of news 
and can react quickly based on whether the actual news 
matches analyst forecasts.  It is not known how rapidly 
the stock market reacts to non-macroeconomic news and 
therefore it would be interesting to determine if the 
market responds in a timely manner, if at all, to non-
macroeconomic news. 

Most research to date which investigates the intraday 
effect (reaction of the market on the day which the news 
was released) of news has focussed on the Foreign 
Exchange markets (Almeida, Goodhart and Payne 1998, 
Bollerslev and Domowitz 1993, Ederington and Lee 
1993, 1995, 2001, Goodhart 1989, Goodhart and Figliuoli 
1991, 1992, Goodhart, Hall, Henry and Pesaran 1993, 
Han and Ozocak 2002, Melvin and Yin 2000, Peiers 
1997), or Futures markets (Hess 2004, Tse 1999), whilst 
little has focussed on the Stock market (Mittermayer 
2004, Nofsinger and Prucyk 2003).  Nofsinger and 
Prucyk (2003) investigated the intraday effect of 
macroeconomic news on the S&P 100 Index Option and 
found that bad news with high information surprise is 
responsible for most abnormal volume associated with 
macroeconomic news.  Mittermayer (2004) investigated 
the effect of Press Announcements on stocks on the New 
York Stock Exchange and NASDAQ and found evidence 
to suggest that the market does react to the news, and 
furthermore the content of the news which triggered the 
reaction.  However Press Announcements are relatively 
rare compared to other types of news available from real 
time news providers, so it bears further investigation. 

The purpose of this paper is to identify events which 
occur with a high correlation to the occurrence of real 
time news, such that they can be used to identify 
“interesting” news articles.  Furthermore this paper aims 
to investigate the percentage of news articles which the 
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market appears to find significant, as the sheer volume of 
news available would prohibit an individual from reading 
all available news. 

2. Data 
All data for this research was obtained using the 
Bloomberg Professional® service.  The dataset consists of 
stocks which were in the S&P 100, FTSE 100, and ASX 
100 indices as at the 1st of July 2005 and continued to 
trade through to the 1st of September 2006, which is a 
total of 286 stocks.  For each stock the Trading Data, and 
News were collected for the period beginning 1st of May 
2005 through to and including the 31stof August 2006. 

The set defined in Eq. (1) consists of each distinct minute 
where trading occurred for the stock (s), within all 

minutes for the period of data collection (AΤ ).  For each 

minute the average price, the volume, and the number of 
ticks (number of trades) for trades during that minute are 
also stored.  However we are only interested in the 
business time scale (minutes which occurred during 
business hours for the market on which the stock trades).  
Furthermore we want a heterogeneous time series (i.e. an 
entry for every business trading minute for the stock, 
regardless of whether any trading occurred).  Therefore 
we produce the date, price, volume, and tick time series 

for all minutes in the business time scale (BΤ ) with the 

definitions in Eqs. (2)-(5).  We define the price at time t 
as the price of the last actual trade for the stock prior to or 
at the given time.  We set the volume and ticks equal to 0 
if there wasn’t a trade at time t.  Note that if the stock was 
suspended from trading for a whole day then the day is 

excluded from BΤ . 

( ) { } ( ) ( ) ( ) ( ) ( )( ) Azszszszszsms zkvpdIIIII Τ∈∧== ,,,,,21 ,,,|,...,,  (1) 

( ) { } ( ) ( ) ( ) ABBtststsns DDDDDDD Τ⊆Τ∧Τ∈∧>= − ,1,,21 |,...,,  (2) 

( ) { } ( ) ( ) ( ) ( )( )( )tszszstsns DdzzpPPPPP ,,,,21 |max||,...,, ≤===  (3) 

( ) { } ( ) ( ) ( ) ( )( )0:?!|,...,, ,,,,21 zstszstsns vDdVVVVV =∃==  (4) 

( ) { } ( ) ( ) ( ) ( )( )0:?!|,...,, ,,,,21 zstszstsns kDdTTTTT =∃==  (5) 

The news search facility within the Bloomberg 
Professional® service was used to download all relevant 
articles for each stock within the dataset.  These articles 
include Press Announcements, Annual Reports, Analyst 
Recommendations and general news which Bloomberg 
has sourced from over 200 different news providers.  The 
set defined in Eq. (6) consists of each distinct news article 
for the stock and contains the time and content of the 
article.  However we are only interested in the business 
time scale and are only concerned whether news occurred 
at the given time.  Therefore we produce the news time 
series defined in Eq. (7) such that each business trading 
minute for the stock contains the count of the articles 
which occurred during it.  If an article occurs after hours 
then it is stored in the first trading minute of the next 
trading day, as defined in Eq. (7).  

( ) { } ( ) ( ) Aooops scdAAAAA Τ∈∧== ,|,...,, 21
 (6) 

( ) { } ( ) ( ) ( ) ( ){ }∏ ≤<∀== − totstsqs DdDANNNNN 1,21 ||,...,,  (7) 

3. Methodology 
The return time series for a stock (s), defined in Eq. (8), is 
formed by taking the difference in the log prices from the 
trading data defined in Eq. (3) over the period ∆t.  The 
return time series identifies periods of high return which 
may indicate that the market is reacting to news. 

The change in volume time series for a stock (s), defined 
in Eq. (9), is formed by taking the difference in the log of 
the average volume, over n minutes, between the time t 
and t-∆t.  The volume defined in Eq. (4) is averaged over 
n minutes to limit the effect of trading minutes where no 
trade occurred.  The conditional log of the average 
volume is used such that in the case where no trade 
occurs during the given n minutes, the function still 
produces an answer.  The change in volume time series 
detects periods where there is a sudden increase in the 
volume of the stock traded, which might suggest that the 
market is reacting to news. 
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The change in ticks time series for a stock (s), defined in 
Eq. (10), is formed by taking the difference in the log of 
the average ticks, over n minutes, between the time t and 
t-∆t.  The ticks defined in Eq. (5) are averaged, and the 
conditional log is used for the same reasons as for the 
volume.  The change in ticks time series pinpoints periods 
where there is a sudden increase in the number of trades, 
which implies that the market is reacting to news.  

The volatility time series for a stock (s), defined in Eq. 
(11), calculates the annualised volatility of the stock.  
When p is set to 2 it is simply the annualised variance of 
the return of the stock.  The y value is calculated by 
multiplying the number of trading days per year 
(generally set to 250), by the number of trading minutes 
for the day (390 minutes for the US, 510 for the UK, and 
360 for Australia).  The volatility is annualised such that 
the results of each country can be directly compared, as 
suggested by Dacorogna, Gencay, Muller, Olsen and 
Pictet (2001).  The volatility time series discovers points 
where the stock price changes rapidly, which could 
insinuate that the market is reacting to news. 
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The stocks are grouped together as per Eq. (12) so that we 
can examine the effect of news on an individual country.  
We divide the trading day into equally sized time 
windows ∆Т, as defined in Eq. (13), in order to examine 
the intraday effect of the news.  Note that the first period 
is ignored because we don’t want the after hours news 
and market behaviour to skew results.  The first period is 
the larger of ∆Т and ∆t. 

We define a generalised time series F, where F is one of 
the return, volume, tick, and volatility time series.  We 
use the generalised time series to define the Event Point 
Process (EPP) in Eq. (14).  In this point process a point 
value of 1 indicates that the generalised time series for the 
given stock exceeded the specified threshold (x), which 
we will refer to as an event.  It should be noted that the 
return, volume and tick time series are log values about 0, 
so a threshold of 10% means that the value should be ≥ to 
log(11/10) or ≤ to log(10/11).  The volatility time series is 
always positive when p is even so the ≤ condition is 
ignored. 
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The Event given News Point Process (ENPP) is defined 
in Eq. (15), where a point value of 1 symbolises that an 
event occurred at time t for the stock s in the EPP and at 
least one company specific news article arrived between 
t-∆τ and t-1.  The Event Without news Point Process 
(EWPP) defined in Eq. (16) has a point value of 1 when 
an event occurred at time t for the stock s in the EPP and 
no company specific news arrived between t-∆τ and t-1. 

The Ratio of Events Related to News to Events (RERNE) 
defined in Eq. (17) indicates the percentage of events 
which are preceded by news.  A high RERNE value 
suggests that most events for the given parameters are 
preceded by news, which would imply that news is 
responsible for these events.  A low RERNE value can 
denote that the market takes longer than the specified ∆τ 
time to react to news, or that the events are caused by 
other factors, or that the events themselves are merely 
noise. 

The Benchmark defined in Eq. (18) provides a measure of 
the likelihood of news arriving within the specified ∆τ 
time.  This is achieved by calculating a return of 0% in 
Eq. (14), which produces a point process where every 

point has a value of 1, and therefore the point process in 
Eq. (15) simply indicates the points when news occurs 
within the specified ∆τ time. 

This Benchmark is then used to calculate the Likelihood 
that Events are Related to News (LERN) in Eq. (19).  A 
high LERN value implies that it is more likely for news 
to occur prior to an event that it is normally.  A LERN 
value equal to 100% indicates that it is just as likely for 
news to occur before an event as it is to occur at any other 
time.  A low LERN value signifies that it is less likely for 
news to occur prior to an event than normal, which would 
imply that news isn’t responsible for the event. 
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The Event T-Test (ETT) defined in Eq. (20) performs a 
Student t-Test on the period distribution of the chance of 
an event occurring with news versus the chance of an 
event occurring without news during each period.  The 
purpose of the ETT is to test the null hypothesis that the 
occurrence of events is not influenced by the occurrence 
of news. 

The News T-Test (NTT) defined in Eq. (21) performs a 
Student t-Test on the period distribution of the chance of 
news occurring prior to an event versus the chance of 
news occurring during each period.  The intent of the 
NTT is to test the null hypothesis that the occurrence of 
news before events is the same as the occurrence of news 
normally. 
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4. Results 
Table 1 shows some of the characteristics of the dataset.  
The number of trading minutes during standard business 
days, week, month, and year can be used by the reader to 
appreciate how frequently events occur in the Table 2. 

The Average Minutes without a Trade gives an indication 
of how many minutes within normal trading hours have 
no trades for each country.  Clearly trading on the US 
market is more frequent than on the others.  Bearing in 
mind that the Australian market is far smaller than the 
other two, it shouldn’t be a surprise that there is less 
activity than on the others. 

The News Articles in Dataset gives the reader an idea of 
the frequency of news in the different markets. 
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Variable US UK AU 

Trading Minutes Per Business Day 390 510 360 

Trading Minutes Per Typical Business Week 1,950 2,550 1,800 

Trading Minutes Per Typical Business Month 8,125 10,625 7,500 

Trading Minutes Per Typical Business Year  97,500 127,500 90,000 

Average Minutes without a Trade (%) 2.36% 37.65% 50.68% 

News Articles in Dataset 293,416 136,627 130,988 

Average After Hours News Articles (%) 57.76% 43.22% 76.61% 

Table 1.  This table shows some characteristics of the dataset for each country to help the reader appreciate later results. 
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Fig. 1.  As the size of the time window is increased the percentage of windows which contain news also does.  Clearly there is more 
news distributed in the US market than the others. 

Obviously the US receives far more information than the 
other markets, which means it should be easier to identify 
events linked to news articles within that market. 

The Average After Hours News articles give the 
percentage of the articles which occur outside business 
hours in the different markets.  The UK market has the 
lowest ratio but this could be a factor of longer trading 
hours than the other markets.  The Australian market has 
the least business hours, and the highest after hours news 
ratio, though it is a far smaller market than the other two, 
so it shouldn’t be a surprise that less information is made 
available during the trading day. 

The choice of a time window ∆τ in which news can be 
found is significant.  If the percentage of minutes which 
contain a news article within the time window is too high 
it is difficult to establish whether the news was 
responsible for the event, or whether it was a coincidence.  
The Benchmark results using Eq. (18), shown in Fig. 1, 
identify the chance of finding news within the given time 
window. The figure shows that a reasonable amount of 
minutes are preceded by news within 60 minutes (∆τ=60), 
without every minute being preceded by news. 

It is logical to assume that if news causes the event then 
the reaction should be within the same time window as 
that for the news, and therefore the values n=∆t=∆τ=60 
are used for all tests in this paper.  Furthermore we use 
p=2 for the volatility tests, which means that we are 

calculating the annualised variance.  Finally we set 
∆Т=30 in order to analyse the intraday effect of news, 
which means that we ignore the first 60 minutes of the 
trading day.  Further tests using different variations may 
yield more intriguing results but the aim of this paper is 
to identify the types of events which appear to be linked 
to news, rather than finding the ideal parameters. 

The results in Table 2 show the average number of 
minutes between events during the first period (60 
minutes), and the rest of the day.  Return and volatility 
events are rarer during the rest of the day than during the 
first period, with return events a lot rarer.  However 
volume and tick events tend to be rarer in the first period 
than during the rest of the day in the UK and Australia.  
This is probably due to the number of minutes without 
trades in these countries, which limits the average volume 
and number of ticks.  Alternatively it could indicate that 
these markets exhibit a fairly steady rate of trade in the 
opening hour of business. 

The results of the RERNE and LERN tests are shown in 
Table 3 where bolded LERN values highlight results 
where the value exceeds 100%.  As the return threshold is 
increased to 5% there is an increase in both RERNE and 
LERN values for all countries.  Only the US fails to show 
a further increase by the 10% threshold.  Whilst the 10% 
return results have higher values for the UK and 
Australian markets than the 5% threshold it should be 
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First Period Rest of Day Event 

Type Threshold US UK AU US UK AU 

Return 0.1% 1.14 1.16 1.14 1.36 1.41 1.40 

 0.2% 1.32 1.35 1.25 1.88 2.02 1.81 

 0.5% 2.16 2.30 1.85 5.20 6.02 4.90 

 1.0% 5.27 5.93 3.63 23.34 30.96 20.47 

 2.0% 23.20 28.64 13.18 187.38 296.73 176.53 

 5.0% 172.61 452.16 190.78 2,986.46 6,669.99 4,177.65 

 10.0% 644.54 3,102.39 1,674.15 30,892.04 57,065.47 37,419.38 

Volume 10% 1.1 1.1 1.1 1.2 1.1 1.1 

 20% 1.2 1.2 1.2 1.4 1.2 1.2 

 50% 1.7 1.7 1.7 2.6 1.6 1.4 

 100% 3.6 2.7 2.7 7.0 2.5 2.0 

 200% 13.9 5.3 6.0 35.7 4.8 3.7 

 500% 80.8 17.4 24.0 269.9 15.0 10.9 

 1000% 142.8 44.9 74.7 561.4 35.7 27.5 

Ticks 10% 1.2 1.2 1.1 1.3 1.2 1.1 

 20% 1.6 1.4 1.3 1.8 1.4 1.3 

 50% 3.6 2.4 2.0 5.2 2.5 1.9 

 100% 15.2 4.8 4.8 30.8 5.8 4.1 

 200% 63.0 13.8 22.1 191.4 21.0 15.4 

 500% 147.8 97.6 280.5 433.9 144.0 117.7 

 1000% 167.5 533.9 1,417.3 513.2 572.1 360.7 

Volatility 1% 1.0 1.0 1.0 1.0 1.0 1.0 

 2% 1.0 1.0 1.0 1.0 1.0 1.0 

 5% 1.1 1.0 1.0 1.3 1.2 1.2 

 10% 1.8 1.4 1.4 3.0 2.5 2.4 

 20% 5.8 4.2 3.7 12.9 11.1 9.9 

 50% 52.4 53.4 40.5 149.9 191.4 148.8 

 100% 264.7 501.3 401.6 936.3 1,832.4 1,516.9 

Table 2.  This table shows the average number of minutes between events of each type during the first 60 minute period, and the rest 
of the day for the given thresholds. 

noted that these are over 8.5 times rarer than 5% return 
events when excluding the first 60 minutes, and therefore 
the 5% return values are the most interesting.  These 
results signify a strong correlation between the advent of 
news and subsequent return events. 

There appears to be a steady decrease in correlation 
between news and events as the threshold for volume 
events is increased.  Only the 10-100% threshold range 
for LERN tests for the US show that there is an increased 
likelihood of news prior to a volume event.  None of 
these has a value sufficiently high to suggest that there 
might be some correlation between the arrival of news 
followed by a volume event.  Therefore there appears to 
be little correlation between news and volume events. 

The UK market reveals that there is a stable decline in 
correlation between news and events as the threshold for 
tick events is increased.  The US market shows a slight 
rise to the 100% threshold and then a stable decline 
afterwards.  The 10%-200% threshold range for LERN 

tests for the US, and the 10%-20% threshold range, and 
500%-1000% threshold range for LERN tests for the 
Australian markets imply that there is some correlation 
between news and tick events.  However only the 500%-
1000% threshold tests for the Australian market have 
values high enough to denote that could be a link between 
news and tick events.  Therefore, whilst tick events 
appear to be a better indicator than volume events they 
don’t appear to be too reliable. 

All bar the 1-10% threshold range for LERN results for 
the Australian market and the 2%-5% threshold range for 
the UK suggest that volatility events are linked to news.  
There is a steady increase in correlation for all countries 
as the threshold is increased to 100%.  Therefore it 
appears that there is a strong correlation between the 
arrival of news and later volatility events, with the 50% 
threshold providing the strongest evidence. 

The results in Table 4 show the p-values for the ETT and 
NTT tests, where ∆Т is set to 30 minutes, and therefore 
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RERNE LERN Event 

Type Threshold US UK AU US UK AU 

Return 0.1% 29.19% 17.52% 7.01% 101.06% 100.25% 101.84% 

 0.2% 29.44% 17.80% 6.84% 101.93% 101.87% 99.35% 

 0.5% 30.64% 18.83% 7.49% 106.08% 107.77% 108.74% 

 1.0% 34.42% 22.12% 9.80% 119.15% 126.57% 142.24% 

 2.0% 45.80% 30.90% 19.37% 158.54% 176.86% 281.25% 

 5.0% 66.35% 55.29% 67.82% 229.66% 316.41% 984.76% 

 10.0% 60.64% 79.76% 73.44% 209.91% 456.48% 1066.41% 

Volume 10% 29.04% 17.37% 6.86% 100.52% 99.41% 99.64% 

 20% 29.15% 17.26% 6.83% 100.92% 98.79% 99.16% 

 50% 29.35% 16.88% 6.74% 101.61% 96.60% 97.93% 

 100% 29.03% 16.23% 6.50% 100.50% 92.91% 94.45% 

 200% 27.85% 15.08% 5.93% 96.39% 86.32% 86.06% 

 500% 25.76% 13.64% 5.04% 89.16% 78.07% 73.18% 

 1000% 22.63% 13.83% 4.83% 78.33% 79.16% 70.19% 

Ticks 10% 29.19% 17.30% 6.91% 101.04% 98.99% 100.36% 

 20% 29.51% 17.07% 6.94% 102.15% 97.68% 100.81% 

 50% 30.51% 16.28% 6.84% 105.62% 93.15% 99.35% 

 100% 33.03% 14.78% 6.29% 114.33% 84.56% 91.34% 

 200% 32.75% 12.05% 5.70% 113.35% 68.94% 82.73% 

 500% 21.22% 10.82% 8.24% 73.47% 61.93% 119.61% 

 1000% 18.65% 11.80% 13.58% 64.55% 67.55% 197.24% 

Volatility 1% 28.90% 17.47% 6.88% 100.05% 100.00% 99.89% 

 2% 28.96% 17.40% 6.84% 100.24% 99.59% 99.37% 

 5% 29.48% 17.39% 6.51% 102.06% 99.54% 94.53% 

 10% 31.01% 17.81% 6.87% 107.35% 101.93% 99.79% 

 20% 36.36% 21.03% 10.39% 125.87% 120.35% 150.87% 

 50% 57.31% 37.62% 26.55% 198.37% 215.32% 385.51% 

 100% 71.13% 61.24% 47.25% 246.23% 350.47% 686.17% 

Table 3.  This table shows the results of the RERNE, and LERN tests for each type for the given thresholds.  The LERN results in 
bold have values over 100% which indicate that news is more likely prior to the given event type and threshold, than it is normally. 

the first 60 minutes of the day are ignored.  The tests in 
which we have at least 95% confidence to reject the null 
hypothesis are in bold.  The 5% threshold range for every 
country and the 2% and 10% thresholds for the UK and 
the Australian markets are the only ETT results where we 
can reject the null hypothesis that return events are not 
influenced by news. 

The 2%-5% threshold range for every country, and the 
1%-2% threshold range and the 10% threshold for the UK 
and Australian markets are the only NTT results where 
we can reject the null hypothesis that the arrival of news 
before return events is the same as the arrival of news 
normally.  Combining the two indicates that the 5% 
threshold for every country and the 2% and 10% 
thresholds for the UK and Australian markets have a 
strong correlation between news and return events.  This 
concurs with the results of the LERN and RERNE tests, 
which imply that return events are linked to the arrival of 
news. 

No ETT test results can be used to reject the null 
hypothesis that volume events are not linked to the arrival 
of news.  Furthermore only the 500-1000% threshold 
range for the Australian market have NTT results which 
can reject the null hypothesis that the occurrence of news 
prior to a volume event is the same as news normally.  
Therefore these results appear to confirm the RERNE, 
and LERN tests that volume events do not imply that the 
market has reacted to news. 

Only the 1000% threshold for the Australian market 
provides ETT test results which can reject the null 
hypothesis that tick events are not related to the advent of 
news.  Furthermore only the 200% thresholds for the US, 
and 1000% threshold for the Australian market for the 
NTT test provide enough evidence to reject the null 
hypothesis that tick events do not imply that the market 
has reacted to news.  This suggests that there is weak 
evidence that tick events are related to the arrival of 
news.  However low RERNE and LERN values reveal 
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ETT NTT Event 

Type Threshold US UK AU US UK AU 

Return 0.1% 87.29% 85.15% 88.81% 97.22% 94.47% 94.46% 

 0.2% 93.88% 62.19% 66.29% 97.31% 71.68% 71.26% 

 0.5% 86.30% 42.14% 86.73% 80.35% 14.90% 62.05% 

 1.0% 55.00% 16.31% 38.16% 8.07% 0.01% 0.00% 

 2.0% 7.34% 2.02% 4.22% 0.00% 0.00% 0.01% 

 5.0% 2.15% 0.07% 0.18% 0.00% 0.00% 0.00% 

 10.0% 25.29% 0.17% 1.17% 5.09% 0.03% 0.38% 

Volume 10% 95.32% 32.23% 88.29% 99.24% 93.65% 98.02% 

 20% 98.17% 32.21% 83.90% 99.47% 87.16% 94.69% 

 50% 89.48% 27.67% 84.73% 91.03% 65.75% 86.28% 

 100% 76.17% 24.78% 73.12% 71.78% 39.02% 55.93% 

 200% 58.37% 21.54% 51.10% 50.65% 14.75% 8.25% 

 500% 75.37% 20.21% 25.12% 50.69% 6.16% 0.23% 

 1000% 77.80% 20.64% 23.18% 86.15% 10.79% 0.28% 

Ticks 10% 61.02% 49.98% 86.53% 92.69% 87.54% 96.66% 

 20% 60.42% 47.79% 84.08% 85.10% 72.26% 92.54% 

 50% 38.56% 47.83% 94.86% 55.47% 34.38% 92.37% 

 100% 14.21% 47.48% 57.02% 5.52% 12.18% 39.67% 

 200% 40.53% 45.23% 42.76% 1.84% 11.68% 20.74% 

 500% 58.37% 50.59% 39.09% 8.91% 97.50% 5.57% 

 1000% 49.22% 57.04% 2.54% 34.37% 92.87% 0.84% 

Volatility 1% 36.25% 65.22% 7.26% 99.56% 99.96% 98.78% 

 2% 47.01% 0.12% 11.14% 98.55% 95.00% 92.48% 

 5% 93.38% 99.25% 18.48% 95.70% 98.90% 38.24% 

 10% 99.90% 69.93% 71.52% 99.18% 39.44% 32.14% 

 20% 63.53% 34.59% 52.36% 2.05% 0.02% 0.00% 

 50% 10.56% 10.01% 9.26% 0.00% 0.00% 0.00% 

 100% 13.92% 4.74% 4.57% 0.01% 0.00% 0.00% 

Table 4.  This table shows the p-values of the ETT, and NTT tests for each type for the given thresholds.  The results in bold 
indicate that there is 95% confidence that the null hypothesis can be rejected for the given test, country, and parameters. 

Event Type Threshold US UK AU 

Return 2% 3.58% 3.94% 6.68% 

 5% 0.37% 0.35% 1.29% 

 10% 0.03% 0.06% 0.24% 

Volatility 100% 0.62% 0.50% 1.07% 

Table 5.  This table shows the percentage of articles which occur outside the first period of the day which correlate to the given 
event type and threshold. 

that, whilst tick events are more reliable than volume 
events, tick events aren’t strongly correlated to news. 

The 2% and 100% thresholds for the UK, and the 100% 
threshold for the Australian market for the ETT test 
provide evidence to reject the null hypothesis that 
volatility events are not affected by news.  The 20-100% 
threshold range for all countries for the NTT test can be 
used to reject the null hypothesis that the advent of news 
prior to a volatility event are the same as the advent of 

news normally.  It may bear further investigation into the 
values n, ∆t, and ∆τ for the US, as the RERNE, LERN, 
and NTT tests all strongly imply that news is correlated to 
volatility events.  It could be that a shorter period is 
required to obtain better ETT results.  Apart from the US 
ETT test, it appears that there is a strong correlation 
between the arrival of news and subsequent volatility 
events.  This is strongly supported by the evidence of the 
RERNE and LERN tests, and therefore we conclude that 
volatility events are linked to news. 
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Finally Table 5 shows that only a fraction of articles 
which occur during the trading day, excluding the first 60 
minutes, correlate with the given return and volatility 
events. 

5. Conclusions 
We have found strong evidence to suggest that the stock 
market does react to real time news.  Return and volatility 
appear to give the most compelling evidence.  However 
only the 5% threshold for all countries, and the 2% and 
10% thresholds for the UK and Australian markets have 
return events which are supported by all of the RERNE, 
LERN, ETT, and NTT tests.  This implies that further 
research is required to determine if volatility events occur 
differently when the market reaction period is changed.  
However there appears to be some weak evidence that 
news affects volume and tick events.  Furthermore the 
most significant tests, shown in Table 5 imply that only a 
fraction of news is responsible for the most significant 
market reactions.  This reveals that the market interprets 
news differently, and considers some news more 
significant than others. 

Further research into when events and news occur is 
necessary to establish if the market behaves in a uniform 
manner.  Furthermore the content of news which the 
market reacts to should be investigated, as Fung, Yu and 
Wai (2003) and Mittermayer (2004) have studied, in 
order to highlight potentially significant news articles for 
investors. 
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Abstract

This paper explores the size and value effect in in-
fluencing performance of individual companies using
backpropagation neural networks. According to ex-
isting theory, companies with small market capital-
ization and high book to market ratios have a ten-
dency to perform better in the future. Data from
over 300 Australian Stock Exchange listed companies
between 2000–2004 is examined and a neural network
is trained to predict company performance based on
market capitalization, book to market ratio, beta and
standard deviation. Evidence for the value effect was
found over longer time periods but there was less for
the size effect. Poor company performance was also
observed to be correlated with high risk.
Keywords: multilayer perceptron, size and value ef-
fect, company performance prediction.

1 Introduction

The stock exchange is an exceedingly fluid, dynamic
and engaging entity. It facilitates thousands of
transactions which occur simultaneously from traders
striving to outbid and outsell each other. From the
moment it opens there is unceasing activity until the
second it closes. Decisions to buy, sell or hedge are
based on analysis of sophisticated theoretical mod-
els or the instinct of a speculator. New information
about company developments and stock recommen-
dations are continuously made available while papers
are released on new and different ways in which the
market can be exploited. But can the market really
be exploited?

Eugene F. Fama (1965) described how an active
market filled with well informed and “intelligent par-
ticipants” leads to a situation where the stock price
reflects its actual value. This is due to the situation
in which investors compete for new available informa-
tion about the stock for profit. The stock will then
promptly reflect the new price that the information
retains. This is known today as the Efficient Market
Hypothesis (EMH).

The EMH is a controversial idea, even today, as
many investors and active fund managers truly be-
lieve that there is value in exploiting the timing of
market. However, the great irony of the EMH is the
market’s ability to promptly correct itself when pre-
sented with news regarding a new inefficiency or mis–
pricing: news which many investors attempt to ex-
ploit. This implies that it is not possible to make

Copyright c©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

above-average returns. Once new information be-
comes available it “triggers a rapid process of adjust-
ments, and re-prices the stock to its “correct” level”
(Kingdon 1997).

However, there also exist anomalies in the market
which contradict the EMH such as the size and value
effect as described in the work by Fama and French in
(1993). The size effect states that stocks with smaller
portfolios of companies will perform better in the fu-
ture while the value effect suggests that firms with
a high book ratio in relation to its market price will
also outperform.

The aim of this work is to investigate the EMH
by testing existence of the size and value effects us-
ing a backpropagation multilayer perceptron (Reed
& Marks II 1999) (Bishop 1995). In the process we
examine the attributes from the three factor model
developed by Fama and French that describe the size
and value effects.

There has also been other work in the prediction of
stock performance including studies by Gaunt (2004)
and Albanis and Batchelor (2000).

Evidence of the three factor model as an effective
pricing model in an Australian context can be seen
with Gaunt (2004) which updates the study Halli-
well, Heaney and Sawicki (1999) by examining Aus-
tralian companies from the period of 1991–2000. The
analysis shows that the three factor model has more
explanatory power in predicting the future return on
assets than a simpler one factor model, CAPM (see
Section 2.2). Unlike our study, Gaunt (2004) divided
the dataset into 25 portfolios ranking them into vary-
ing amounts of book to market value and market cap-
italization. Gaunt’s results were consistent with Hal-
liwell (1999) in that the three factor model provided
better explanatory power than the traditional CAPM
model for performance of portfolios. He found evi-
dence of both the size and value effects and observed
that less risky stocks offered better raw return. Our
work is similar to Gaunt in that we investigate Aus-
tralian companies. However, our study extends to
more recent data and we also apply a neural network
to predict individual stock performance.

Albanis and Batchelor (2000) describe different
models of analysis for identifying high performing
shares. They used analysis techniques including prob-
abilistic neural networks, vector quantization, recur-
sive partitioning and rule induction to investigate
stock performance on the London stock exchange
from 1991 to 1997. They observed that nonlinear ap-
proaches gave better classification performance than
linear methods. Our work differs from this study in
terms of recency of the data and the Australian con-
text.

In section 2 we describe the Efficient Market Hy-
pothesis and the Three Factor Model of return. Next,
in section 3 we describe the data attributes used as
proxies to components of the Three Factor Model and
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the source and preprocessing applied to the data. In
section 4 we describe the multilayer perceptron used
to learn the relationship between data attributes and
the performance of the company. Next in section 5
we detail the experiments run and their results. That
section includes an account of initial trials predicting
the performance class of companies and investigations
into relationships between input data attributes using
linear regression and scatterplots. Also we examine
the effect on the learning task of using longer periods
of data as well as brief details about other investi-
gations. In section 6 we provide a summary of the
results of the work and, finally, in section 7 we out-
line what we think are interesting further directions
for study.

2 The Problem Definition

The aim of this paper is to implement a neural model
to test Fama and French’s theory of size and value
effect in influencing stock performance. The theory
suggests that firms with low market capitalization
(i.e. small firms) and firms with high book to mar-
ket ratios tend to perform better in the future. This
investigation also tests the validity of the EMH where
excess returns due to the size and value effect can only
be gained through taking on extra risk.

2.1 Efficient Market Hypothesis

The efficient market hypothesis states that at any
given time, stock prices fully reflect all available infor-
mation of the asset’s value. All past stock information
can be reflected in the current stock price where this
price changes only with the availability or release of
new information. The present value of the stock is
determined by discounting the expected future cash–
flows (or dividends) of the stock by using all informa-
tion investors have available to them (Kingdon 1997).

Using the present value model, the value of a stock
can computed as

PresentValue = CF1/(1+r)+. . .+CFi/(1+r)i+. . .+∞
(1)

where CF represents the cash flow for the period, and
r represents the required rate of return for the period.
The term CFi/(1 + r)i represents the return for year
i. The present value is the total sum of all the future
values.

This means that the main determinant of a stock
price lies in r. Generally speaking, the riskier the
company, the higher the rate of return demanded
by investors and the higher r (Brailsford & Heaney
1998). For instance, if a firm is risky, investors may
only want to buy the stock if a return of 23% is guar-
anteed. Hence if the expected annual dividend for the
rest of the company’s life is $0.50, then the expected
value of the share is ($0.50/1.23) + (0.5/1.232) +
(0.5/1.233) + . . . +∞ = $2.17. So if new informa-
tion about a firm’s future cash flow indicates that the
current market price is lower than the stock expected
value (e.g. $2), then according to the EMH, investors
will see that the share is undervalued resulting in pur-
chase of more quantities of the stock, thus raising it
to its fair value (i.e. back to $2.17).

2.2 Three Factor Model

Using the three factor model, Fama and French (1993)
argue that the rate of return r for a portfolio of stocks
is determined by three attributes: (i) its return in re-
lation to the market; (ii) its size; and (iii) its book to
market ratio. These are known as the Capital Asset
Pricing Model (CAPM), the size effect and the value

effect respectively. The size effect indicates that port-
folios of firms with low market capitalization (smaller
firms) will perform better than the average market
return in the long run, while the value effect suggests
that portfolios of firms with high book to market ra-
tios will also perform higher than average. According
to Fama and French’s three factor model, portfolios of
firms with higher book to market ratios and low mar-
ket capitalization tend to perform well (better than
the market) as they tend to be more risky. To account
for the extra risk, they will require a higher rate of
return r from the stock in the future. This is modeled
by the equation

r = CAPM + bs × SMB + bσ ×HML + α. (2)

where CAPM refers to a model used by investors to
determine the rate of return for valuing a portfolio of
stocks. CAPM is defined as

CAPM = rf + β(E[rm]− rf ) (3)

where rf is the rate of the risk free asset (generally the
government bond rate), E[rm] is the expected return
of the market and β is the sensitivity of the stock to
the market. In this study, rf and E[rm] are constant
for all companies at particular time periods, allowing
us to use β to be an effective proxy for CAPM.

The Three Factor Model extends CAPM by adding
two other factors namely SMB (small minus big) and
HML (high minus low). Both these factors reflect the
excess return that stocks of smaller companies and
stocks with high book to market ratios are capable of
delivering. The coefficients bs and bσ show the rel-
ative scale of the factors in relation to the portfolio,
with bs = 1 representing a portfolio having small cap-
italization and bs = 0 representing a portfolio with
large capitalization. Similarly, bσ shows how high the
firm’s book to market ratio is compared to the mar-
ket.

In summary, the Three Factor Model predicts a
firm’s future expected return on the basis of its return
in relation to the market, its size and its book to
market ratio.

3 Data

We examine evidence of the following in affecting the
performance of companies:

1. CAPM model of returns;

2. size effect; and

3. value effect.
However, as the Three Factor Model is used to

examine portfolios of stocks rather than individual
stocks and due to the difficulty of obtaining informa-
tion on portfolios of stocks with the inherent inconsis-
tencies of the available data, we will proxy data items
for the factors in equation (2). The proxy data items
for individual companies (Beta, Market Capitaliza-
tion and Book to Market Ratio respectively) are used
instead of the actual CAPM, size effect and value ef-
fect. Hence the neural network will examine the effect
that Beta, Market Capitalization, and Book to Mar-
ket Ratio have on the future return of each individual
firm. Additionally, another data item “Standard De-
viation” will be used as a proxy and control factor for
volatility.

Financial data for a group of companies listed on
the Australian Stock Exchange (ASX) for the years
2000–2004 were obtained from Aspect Huntley 1 and

1See http://www.aspectfinancial.com.au/af/aerhome?
xtm-licensee=aer and http://www.aspectfinancial.com.au/af/
finhome?xtm-licensee=finanalysis for details.

CRPIT Volume 61

156



from quarterly reports from the Australian Graduate
School of Management (AGSM). To ensure the consis-
tency of returns over the time period, only companies
which reported returns in June by Aspect Huntley
and companies with no missing data were used. From
the 1315 companies reported by the AGSM, 346 were
used in this study. Despite the filtering, the final
dataset still represents a broad cross section of the
ASX.

Performance of these companies is divided into
three categories: high performing, medium perform-
ing and low performing. High performing companies
are those with market return over the calculated pe-
riod falling into the top third of the group, with the
medium comprising of the next third and low per-
forming companies in the bottom third.

Data for Beta, Market Capitalization and Stan-
dard Deviation were obtained from the AGSM while
Book to Market Ratio and the category rankings came
from Aspect Huntley.

Next we describe the individual input factors.
Market Capitalization of a firm is the value of the

total amount of stock it has outstanding. It can be
calculated by multiplying its current share price by
the number of stocks it has on issue. The Market
Capitalization is a useful indicator of the size of a
company, and has been used to evaluate the effective-
ness of Fama and French’s size effect in determining
returns (Fama & French 1995).

The Book to Market Ratio is the historical (or ac-
counting value of a firm) divided by its Market Cap-
italization. It will be used to determine whether a
stock is over or undervalued. The book value repre-
sents the net assets of a firm calculated by subtracting
its current assets from its current liabilities.

Standard Deviation measures volatility or risk of
an investment by showing the average amount by
which it deviates from the mean. Generally speak-
ing, the higher the standard deviation of a stock the
higher its risk. It will be used as the control factor for
risk to test the size effect and value effect. It is under-
stood from Fama and French’s work that the smaller
companies and value stocks encounter greater risk,
and hence it is necessary to determine how much ex-
cess return is attributed to higher risk and how much
is attributed to the size factor.

4 Neural Network Model

A fully connected feed forward multilayer perceptron
(MLP) was trained using backpropagation and mo-
mentum. Multilayer perceptrons were chosen for this
study due to their known ability to act as universal
approximators (Haykin 1999) and hence are suitable
for this type of non-linear problem.

Preliminary investigations compared performance
of the MLP with Support Vector Machines (SVM)
and Naive Bayes classifiers on the datasets. Perfor-
mance by the SVM was not markedly better than
with the MLP so we chose to continue with the MLP
in the investigations.

All networks in this study had four inputs, three
output neurons and one hidden layer. The four in-
puts correspond to the input factors: Beta, Market
Capitalization, Book to Market Ratio and Standard
Deviation respectively. The three output neurons cor-
respond to the category ranking classes: low, medium
and high performing respectively. Our networks con-
tained between three and eight neurons in the hidden
layer. All neurons in the hidden and output layers
used the sigmoid transfer function.

All data was scaled into [0, 1] before presentation
to the network. Additionally, Market Capitalization
was first transformed with the logarithmic function

before scaling so as to compress the range of possible
values due to the enormous variation in the values.

The output class for a particular input pattern was
the one associated with the output neuron having the
highest value.

5 Experiments

5.1 Initial Results

Initially we compared two methods of training the
MLP: (i) stopping training using a holdout set; and
(ii) training for a fixed number of epochs with es-
timation of test error using 10–fold cross validation
(Witten & Frank 2005).

The dataset of companies was divided randomly
into three datasets for training with the holdout set
method. Seventy percent of the data was presented
to the MLP for training. The next 15% was used
to determine when to stop training the MLP. When
the error on this set started to increase training was
stopped. The final 15% was used for quoting the accu-
racy of the MLP in the classification task. The other
method of training the MLP used a 10–fold cross val-
idation scheme with all available data.

Networks were trained on data from 2000 to 2001.
Results are shown in Table 1. The results show that
the best accuracy arose using the holdout method
with 7 neurons in the hidden layer. This accuracy
is much greater than random choice of the company’s
class of performance. While this is an improvement
on the random model of 33%, it is not a high number.
These initial results over the 2000–2001 period do not
strongly support the value and size effects due to the
limited predictability using the input variables.

We next investigate potential reasons for the rela-
tively poor classification accuracy.

5.2 Investigating relationships between the
input variables and the output

Linear regression analysis is used to investigate the
degree to which the input variables affect the output
results. In particular, we are interested in which input
variables are the strongest predictors of the output
class. Table 2 shows a regression of inputs to the real–
valued output (i.e. the actual performance rather than
the class). There is only a very weak relation between
the output and the input attributes as evidenced by
an R–squared value of 0.058. The only factor which
has a strong linear relation with the output variable
is the Standard Deviation, as indicated by its ρ <
.05 within a 95% confidence interval. The negative
coefficient for the Standard Deviation demonstrates
that the higher the volatility (an indicator of risk)
of the company, the higher the likelihood of a poor
return in the future. Beta, Market Capitalization and
Book to Market Ratio do not show any statistically
significant linear relationship with performance.

Table 2: Results from linear regression of inputs to
performance. 2000–2001 data.

Attribute Coefficients P–value

Intercept 30.91 0.13
Market Capitalisation 11.10 0.67
Beta -37.88 0.25
Standard deviation -61.49 0.02
Book to market ratio 58.70 0.08

Figures 1 and 2 show scatter plots of the input at-
tributes for the 346 companies for the 2000 to 2001
period. All values on the axis have been scaled be-
tween 0 and 1. The plots show that there is a high
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Table 1: Results of training neural networks, 2000–2001 data.
Hidden Parameters Accuracy Mean Absolute
Neurons Error

Training using the holdout method

3 Learning rate 0.1, momentum 0.5 47.83% 0.38604
4 Learning rate 0.2, momentum 0.5 45.45% 0.36732
5 Learning rate 0.2, momentum 0.4 50.00% 0.38785
6 Learning rate 0.1, momentum 0.7 45.65% 0.37204
7 Learning rate 0.1, momentum 0.7 58.70% 0.34210
8 Learning rate 0.1, momentum 0.7 47.83% 0.39517

Training with fixed 500 epochs and 10–fold crossvalidation

3 Learning rate: 0.3, momentum 0.2 50.00% -

degree of overlap between the classes and that they
cannot be easily differentiated. This is one reason
why the MLP has difficulty with this problem. Fig-
ure 1 plots Beta against Market Capitalisation and
shows that the dataset is unevenly skewed to smaller
companies. This is expected due to market’s value
dominated by a small number of very large compa-
nies. Although most of data for the different cat-
egories is overlapping, a slight pattern emerges for
firms with a Market Capitalisation greater than 0.5.
There are very few low performing firms in this region
and more high performing than mid performing sug-
gesting that larger firms perform better than smaller
firms and contradicting the size effect.

5.3 Longer periods

The data used up to this point has been from the
period June 2000 to June 2001 which coincides with
the period directly after the market crash caused by
technology stocks. This period was a time of consid-
erable restructure in the stock market globally. The
size and value effect are known to be more appar-
ent after a longer period of time (Arnott 2005). It is
hence necessary to investigate longer periods of time.

Table 3 summarizes test accuracies for MLPs
trained on different periods. All networks were
trained for 500 epochs (learning rate: 2, momentum:
3) and had a topology of three hidden neurons. The
table shows, as expected, that MLPs trained with
data over a longer period were generally more accu-
rate. This suggests that the size and value effect is
evident in the dataset, however require the dataset to
be analyzed from longer periods of time in order for
it to emerge more clearly.

Figure 3 plots Standard Deviation against the
Book to Market Ratio for the period 2000–2003. Data
points for each class of company cluster reasonably
clearly into three distinct areas. This suggests that
the higher the Standard Deviation, the lower the fu-
ture returns for the firm implying that firms which are
more volatile tend to perform poorly in the long term,
and reinforcing our findings from the linear regres-
sion. The value effect can also be observed in Fig. 3
with the low performing firms clustered towards the
lower end of the Y–axis (book to market ratio) while
high performing firms are spread towards the higher
areas of the graph. This suggest that underpriced
firms (with high Book to Market Ratios) will revert
back to their true value over the three year period
and generally exceed the market’s performance.

Figure 4 plots Beta against Market Capitalisa-
tion. It is interesting to compare this graph with
Fig. 1 which plots the same values over the shorter pe-
riod. In Fig. 1 large firms (with Market Capitalization
greater than 0.5) tend to be the best performers, how-
ever after three years the majority of firms with large
Market Capitalisation actually becomes mid perform-
ing firms. This shows that the large companies which

may have performed well in 2000–2001 but after an-
other two years their performance fell to a medium
level. This anomaly may have been caused by in-
vestors favoring well established large companies over
the more risky technology stocks after the crash of
2000, pushing their stock price up, but then aban-
doning them later when investors realized they were
overpriced. This observation does not entirely rein-
force the size effect as there is a mix of high and low
performing smaller firms, suggesting that the size of a
firm does not have a direct bearing on its future per-
formance. Even though only the data from 2000-2003
has been presented here, analysis of the other periods
also yielded similar findings.

5.4 Other Investigations

Whilst investigating the relationship between Market
Capitalisation and risk, a MLP was trained to deter-
mine the current Market Capitalisation from the Beta
and Standard Deviation. Using this analysis a corre-
lation was discovered between the size of a company
and it’s risk. Specifically, that larger companies had
a lower Standard Deviation and had a positive corre-
lation with Beta. This reinforces Fama and French’s
suggestions indicated earlier that smaller firms were
underpriced due to their inherent riskiness.

Investigations of classifying companies into five
performance classes rather three resulted in a 10–fold
cross validation scheme yielded accuracy of 34.50%
compared to random selection of 20% over the 2002–
2004 period. The confusion matrix (Table 4) shows
that the neural network has difficulty differentiating
between the high performers and the low performers.
It was observed that high performing stocks tended
to be either very large or very small firms.

Table 4: Confusion matrix of classification into five
performance classes rather than three.

Very High Medium Low Very classified as
High Low ←
48 5 1 3 23 Very High
31 2 7 8 23 High
9 10 9 11 13 Medium
15 2 7 14 28 Low
18 3 0 7 45 Very Low

Other investigations which were conducted in-
cluded the removal of Technology firms from the
dataset (as classified by the Global Industry Classifi-
cation Standard), in order to control for the influence
that the technology crash of 2000 had on the results.
It was observed that the network found it more diffi-
cult to predict the performance of the remaining com-
panies after the removal. Elimination of outliers from
the data set also did not yield any improvement in
the results.
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Figure 1: Scatter plots of attributes for 2000–2001 data: Beta vs Market Capitalisation. × = low performing
companies, � = medium performing companies, � = high performing companies.

Table 3: Accuracy of MLP trained on different periods of data. Accuracy is the 10–fold cross validation value.
Period from 2000 2001 2002
Period to 2001 2002 2003 2004 2002 2003 2004 2003 2004

Accuracy (%) 50.00 51.16 58.55 56.52 45.09 52.75 54.49 59.36 57.02

6 Conclusion

This study examined evidence for the size and value
effect by building MLP models to predict the class of
performance of ASX–listed companies over the period
2000–2004.

We were able to classify 58.70% of the companies
correctly on 2000–2001 data with an MLP built using
the holdout method. This network had 7 neurons in
the hidden layer. By contrast, the best network we
were able construct with 3 neurons in the hidden layer
training for 500 epochs had an accuracy estimated by
10–fold cross validation of 50.00%.

Investigation of the 2000–2001 dataset with lin-
ear regression suggested that only the Standard De-
viation attribute showed any significant relationship
with the performance of the firms. Standard Devia-
tion was inversely proportional to the future return of
the company suggesting that investment into volatile
companies led to poor investment return. Scatter
plots of the attributes did not show distinct areas for
different performance classes.

However, analysis of longer time periods, specifi-
cally 2000–2003, showed evidence of the value effect
with the accuracies of 3–neuron hidden layer MLPs
considerably higher than that of the 2000–2001 time
periods. There is only weak evidence for the size ef-
fect, with small firms tending to be both high per-
formers as well as poor performers. It was, however,
discovered that the high performing large firms from
2000 had fallen to medium performance over a longer
time period.

In terms of the three factor model, the only fac-
tor which was clearly observed was the value effect as
proxied by the Book to Market Ratio. There was a
relationship between Book to Market Ratio and the
future return on a stock over the long term, imply-

ing that underpriced firms will eventually revert to
their fair value. The findings show evidence against
the EMH as existence of the value effect represents an
anomoly in the expected behavior of stocks. The out-
performance of high book to market firms also cannot
be simply attributed to higher risk, with our findings
indicating that higher Standard Deviation leading to
lower returns in the future. Although this study did
not directly examine the three factor model as indi-
vidual stocks were examined rather than portfolios
and also proxied for values, it does offer new insights
into the size and value effect on the Australian stock
market.

Our results support Gaunt’s findings in (2004)
that there was a value effect, however, we were unable
to find strong evidence for the size effect. Our find-
ings also support the study by Albanis and Batchelor
(2000) in that nonlinear methods resulted in more ac-
curate models than linear models.

7 Future Work

Further work with other financial measures to pre-
dict future investment return, such as the price to
earnings ratio or the debt to equity ratio, would yield
interesting insights into the EMH.

Also, given the superior performance of the seven
hidden neuron MLPs over those with three hidden
neurons, it would also be interesting to extend the
additional modeling of longer time periods and finer
granularity performance classes to these networks.

Moreover, extending Gaunt’s study to more recent
data with portfolios of stocks rather than individual
companies may yield additional insights into the size
and value effects.

Also, it would be interesting to compare models
built with the MLP with an SVM. As mentioned
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Figure 2: Scatter plots of attributes for 2000–2001 data: Book to market ratio vs standard deviation. × = low
performing companies, � = medium performing companies, � = high performing companies.

above, we conducted initial experiments comparing
performance of an MLP and an SVM in this task
and found that there was not significant differences
in the results. However, more careful modelling, par-
ticularly using lessons learnt in this work, may allow
more accurate SVMs to be constructed.
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Figure 3: Scatter plots of attributes for 2000–2003 data: Standard deviation vs book to market ratio. × = low
performing companies, � = medium performing companies, � = high performing companies.
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Figure 4: Scatter plots of attributes for 2000–2003 data: Market capitalisation vs beta. × = low performing
companies, � = medium performing companies, � = high performing companies.
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Abstract 

This paper deals with studies the problem of identification 

and extraction of flat and nested data records from a given 

web page. With the explosive growth of information 

sources available on the World Wide Web, it has become 

increasingly difficult to identify the relevant pieces of 

information, since web pages are often cluttered with 

irrelevant content like advertisements, navigation-panels, 

copyright notices etc., surrounding the main content of the 

web page. Hence, it is useful to mine such data regions 

and data records in order to extract information from such 

web pages to provide value-added services. Currently 

available automatic techniques to mine data regions and 

data records from web pages are still unsatisfactory 

because of their poor performance. In this paper, we 

propose a new method to identify and extract the data 

records from the web pages automatically. Given a page, 

the proposed technique first identifies the data region 

based on the visual clue information. It then extracts each 

record from the data region and identifies it whether it is a 

flat or nested record based on visual information – the 

area covered by and the number of data items present in 

each record. The experimental results show that the 

proposed technique is effective and better than existing 

techniques. 

 

Keywords: Web mining, Web data regions, Web 

data records 

1. Introduction 

Many companies manage their business and publish their 

products and services on the Web. Collection and 

organization of this dynamic information can produce the 

data for many value-added applications. In order to 

collate and compare the prices and features of products 

available from the various Web sites, we need tools to 

extract attribute descriptions of each product (called data 

object) within a specific region (called data region) in a 

pages.  

 

As illustrated in Fig. 1, there are many irrelevant 

components intertwined with the descriptions of data 

objects in web pages. These items include advertisement 

bar, product category, search panel, navigator bar, and 

copyright statement. In many web pages, there are 
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Fig 1:  A schematic view of a webpage 

 

normally more than one data object intertwined together 

in a data region. Furthermore, the raw source of the web 

page for depicting the objects might be non-contiguous. 

So it is difficult to discover the attributes for each object. 

 

In real applications, what the users want from complex 

web pages is the description of individual data object 

derived from the partitioning of data region. There are 

several approaches by Hammer, Garcia Molina, Cho, and 

Crespo (1997), Kushmerick (2000), Chang and Lui 

(2001), Crescenzi, Mecca, and Merialdo (2001), Zhao, 

Meng, Wu and Raghavan (2005) proposed in the 

literature to address the problem of web data extraction, 

which are called wrapper generation.  

 

The  first approach by Hammer, Garcia Molina, Cho, and 

Crespo (1997)  is  to  manually  write  an  extraction  

program  for  each web  site  based  on  observed  format  

patterns  of  the  site.  This manual approach is very labor 

intensive and time consuming and thus does not scale to a 

large number of sites. 
 

The  second  approach Kushmerick (2000) is wrapper  

induction  or  wrapper  learning,  which  is  currently the  

main technique . Wrapper learning works as follows: The 

user first manually labels a set of trained pages.  A 

learning system then generates rules from the training 

pages.  The resulting rules are then applied to extract 

target items from web pages. These methods either 

require prior syntactic knowledge or substantial manual 

efforts. An example of wrapper induction systems is 

WEIN by Baeza Yates (1989).  

 

The third approach Chang and Lui (2001) is the 

automatic approach. Since  structured  data  objects  on  

the  web  are  normally  database records retrieved from 

underlying web databases and displayed in web pages 

with some fixed templates, automatic methods aim to find 
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patterns/grammars  from  the  web  pages  and  then  use  

them  to extract data. Examples of automatic systems – 

IEPAD by Chang and Lui (2001), ROADRUNNER by 

Crescenzi, Mecca, and Merialdo (2001).   

The fourth approach is MDR by Liu, Grossman, and Zhai 

(2003) which basically exploits the regularities in the 

HTML tag structure directly. It is often very difficult to 

derive accurate wrappers entirely based on HTML tags. 

The MDR algorithm makes use of the HTML tag tree of 

the web page to extract data records from the page. 

However, erroneous tags in the HTML source pages may 

result in building of incorrect trees, which in turn makes 

it impossible to extract data records correctly. MDR has 

several other limitations which will be discussed in the 

latter half of this paper. DEPTA by Zhai, and Liu (2005) 

uses visual information (locations on the screen at which 

the tags are rendered) to infer the structural relationship 

among tags and to construct a tag tree. But this method of 

constructing a tag tree has the limitation that, the tag tree 

can be built correctly only as far as the browser is able to 

render the page correctly. The computation time for 

constructing the tag tree is also an overhead. Further, this 

method also fails to identify some of the data records. 

NET by Benchalli, Hiremath, Siddu, and Renuka (2005) 

extracts data from web pages that contain a set of flat or 

nested data records automatically in two steps. This 

approach also depends on building of tag tree and post 

order traversal of the tag tree to identify data records at 

different levels. 

We propose a novel and more effective method to extract 

data records from web pages that contain a set of flat or 

nested data records automatically. Our method is called 

ENDR (Extraction of Flat and Nested Data Records from 

Web Pages). The experimental results show that the 

proposed technique is more effective than existing 

techniques substantially. 

2. Related Work 

Extraction the regularly structured flat or nested data 

records from a web page is an important problem. So far, 

some attempts have been made to deal with the problem. 

For automatic extraction, in Crescenzi, Mecca, and 

Merialdo (2001), Zhao, Meng, Wu and Raghavan (2005), 

Lerman, Getoor, Minton, and Knoblock (2004), it is 

proposed to find patterns or grammars from multiple 

pages containing similar data records. They require an 

initial set of pages containing similar data records which 

is, however, a limitation. In Lerman, Getoor, Minton and 

Knoblock, (2004), it proposes a method that tries to 

explore the detail information pages behind the current 

page to segment the data records. The need for such detail 

pages is a drawback because many data records do not 

have such pages or perhaps such pages are hard to find. In 

Chang and Lui (2001), string matching method is studied. 

However, it could not find nested data records. A similar 

method is proposed in Wang, Lochovsky (2003). Liu, 

Grossman, and Zhai (2003) and Zhao, Meng, Wu and 

Raghavan (2005), it some algorithms are proposed to 

identify data records, but they do not extract data items 

from the data records and do not handle nested data 

records. DEPTA by Zhai and Liu (2005) is able to align 

and extract data items from the data records but does not 

handle nested data records.  

The NET by Benchalli, Hiremath, Siddu and Renuka 

(2005) (Nested data Extraction using Tree matching) 

works in two main steps:  

(i) Building a tag tree of the page: Due to numerous tags 

and unbalanced tags in the HTML code of the page, 

building a correct tag tree is a complex task. A Visual 

based method is used to deal with this problem. 

(ii) Identifying data records and extracting data from 

them: The algorithm performs a post order traversal of 

tag tree to identify data records at different levels. This 

ensures that nested data records are found. The tree edit 

distance algorithm and visual clues are used to perform 

these task.  

Though the technique is able to extract the flat or nested 

data records, construction of tag tree and its post order 

traversal is consider to be an overhead. 

The above automatic methods are inaccurate, tag 

dependant, incorporate time-consuming tag tree 

construction, and are based many assumptions which do 

not always hold good for all web pages. The proposed 

method does not make such assumptions and can scale 

well for almost all web pages. It is also independent of 

the type of tags and dispenses with the time-consuming 

tag tree construction procedure. 

3. Data Region Extraction 

We now start to present our proposed technique .This 

section focuses on the extraction of Data Region from the 

web page. The extraction of the data records and 

extraction of the data items in the data records will be the 

topic of the next section. Since this step is an 

improvement of our previous technique VSAP by 

Benchalli, Hiremath, Siddu, and Renuka (2005), we give 

a brief overview of the VSAP algorithm.  

3.1. The Basic Idea of VSAP 
An effective method to mine the data region in a web 

page automatically is the VSAP by Benchalli, Hiremath, 

Siddu and Renuka (2005). The visual information (i.e., 

the locations on the screen at which tags are rendered) 

helps the system  to identify gaps that separate data 

records, and, thus, helps to   segment data records 

correctly, because the gap within a data record (if any) is 

typically smaller than that in between data records. Also, 

by the visual structure analysis of the web pages, it can be 

observed that the relevant data region seems to occupy 

the major central portion of the web page. 

 

The VSAP technique works as follows in two steps: 

Step 1) Determination of the co-ordinates of all 

bounding rectangles in the web page 
The first step of the VSAP technique determines the co-

ordinates of all the bounding rectangles in the web page. 

The rendering engine of the browser produces the 

boundary coordinates. A bounding rectangle is 

constructed by obtaining the co-ordinate of the top-left 

corner of the tag, the height and the width of that tag. The 

left and top co-ordinates of the tag are obtained from the 
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offsetLeft and offsetTop properties of the 

HTMLObjectElement. 

 

 
Fig 2 A sample web page of a product related 

website  

 
Step 2) Data Region Identification 

The second step of the VSAP technique is to identify the 

data regions of the web page. There are 3 steps involved 

in identifying the data region: 

a) Identify the largest rectangle.  

Based on the height and width of bounding rectangles 

obtained in the previous step, the area of the bounding 

rectangles of each of the children of the BODY tag are 

determined. Then the largest rectangle amongst these 

bounding rectangles is found. The reason for doing this is 

due to the observation that the largest bounding rectangle 

will always contain the most relevant data in that web 

page. Thus, by determining the largest rectangle, a 

superset of the data region is obtained. 

b) Identify the container within the largest rectangle. 
Once the largest rectangle is obtained, a set of all the 

bounding rectangles whose area is more than half the area 

of the largest rectangle is formed. The rationale behind 

this is that the most important data of a web page must 

occupy a significant portion of the web page. Then the 

bounding rectangle having the smallest area in this set is 

found. The reason for determining the smallest rectangle 

within this set is that the smallest rectangle will only 

contain data records. Thus a container is obtained, which 

contains the data region and some irrelevant data.  

c) Identify the data region containing the data records 

within this container  

To filter the irrelevant data from the container, a filter is 

used. The filter determines the average height of children 

within the container. Those children whose heights are 

less than the average height are identified as irrelevant 

data and are filtered off. The outcome of the filter is a 

data region. The data regions of the web page in Fig 2 are 

shown in the Fig 3. 

4. The Proposed Technique 

We propose a more effective method to extract flat or 

nested data records from a given web page automatically. 

The method is called ENDR (Extraction of Flat and 

Nested Data Records from Web Pages). Before 

presenting the method, we discuss three observations 

about data records in web pages, which simplify the 

extraction task.  These observations were made in  

Benchalli, Hiremath, Siddu, and Renuka (2005).  

 

 
Fig 3. Filtered Data Region 

 
(a)  A group of data records, that contains the descriptions 

of a set of similar observations, is typically presented 

in contiguous region of a page. 

(b)  The area covered by rectangle that bounds the data 

region is more than the area covered by rectangles 

bounding other regions. eg., advertisements and 

links. 

(c) The height of irrelevant data records within a 

collection of data records is less than the average 

height of relevant data records within that region.  

 

The experimental results show that these observations are 

true. 

 

Definition 1:  A flat data record is defined as a collection 

of data items that together represents a single meaningful 

entity. 

eg., the product having single size, look, price etc., 

 

Definition 2:  A nested data record is defined as one that 

provides multiple description of the same entity. 

eg., the same type of products but different sizes, looks, 

prices etc., 

 

The Fig.4 illustrates an example, which is a segment of a 

web page that shows flat and nested data records.  
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The system model of the ENDR (Extraction of Flat and 

Nested Data Records from Web Pages) technique is 

shown in Fig.5.  

When a web page having description of products is given 

to VSAP, it identifies and extracts the data region. All the 

noises of a given web page are eliminated using filter. 

The filtered data region corresponding to the figure is 

shown in Fig.6. 

 
Fig. 4   An example of flat and nested data records 

 
The filtered data region is given as the input to our 

system which extracts the flat and nested data records 

from the given data region and extracts data fields from 

the identified records.  

4.1 Extraction of data records 

Extraction of data records is based on visual clues. In the 

first step of the proposed technique, we determine the 

height of all the data records. This approach uses the 

MSHTML parsing and rendering engine that gives the 

height of each data record.  The height of the data record 

is obtained from the offsetHeight property of the 

HTMLObjectElement. Next, the average height of the 

records is calculated. The average height of all the 

records provides the approximate height of each record 

The height of each data record is compared with the 

average height. If the height of the child is greater than or 

equal to the average height, then the data record is 

extracted. 

 

The procedure Extract Data Record extracts the flat and 

nested records from given data region. It is as follows. 
 

Procedure 
ExtractDataRecord(dataRegion) 
{ 
  THeight=0 
        For each child of dataRegion 
  BEGIN 

   THeight += height of the bounding 
rectangle of child 

  END 
AHeight = THeight/no of children of 
dataRegion 
        For each child of dataRegion 
BEGIN 
    If height of child’s bounding  
       rectangle > AHeight 
       BEGIN 
         dataRecord=child 
       END 
END 
} 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 System Model 

 

 
Fig. 6 Filtered data region  

 

The Fig. 7 shows extracted data records from the data 

region shown in the Fig.6. 
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Fig .7 Extracted data records 

4.2 Identification of data records 

Identification of data records, as flat or nested, is essential 

in order to simplify the task of extracting the data items, 

which is very useful for various applications as 

mentioned earlier. 

 

This technique determines the data fields for each data 

record within the data region. Various tags such as <TD>, 

<TR>, <A>, <IMG>, represent the data fields. By 

counting these tags as they are encountered, the number 

of fields is obtained. The flat record gives description of a 

single entity, whereas the nested data record gives 

multiple description of a single entity, so the data fields in 

flat records are less as compared to that of nested records. 

Experimental observations have shown that the number 

of fields in the nested data records is atleast 40% (approx) 

more than that of the flat records. The number of fields in 

the first record is compared with the number of fields in 

the next record. If the number of fields is more than 40%, 

then it is a nested record else it is a flat record. Suppose a 

condition is encountered where the number of fields is 

equal then in both cases. Then the record is compared 

with the third record and so on until the condition is 

satisfied. 

 
The procedure IdentifyNestedData identifies whether the 

record is flat or nested based on the number of data items 

present in the data record. It is as follows: 
 

Procedure 
IdentifyNestedData(dataRecord[I], 
dataRecord[I+1]) 
{ 
 noofField[I]=0 
For I 1 to no of records 
  BEGIN 
     noofFields [I]=  
         noofFields[I]+noofFields  
           in the record[I] 
  END 
DO  
    For I 1 to no of records 
   BEGIN 

For dataRecord [I], dataRecord[I+1] 
     IF the no of fields in the  
    [I+1]th record>=40% of the no of    
         fields in the [I]th record 
     Then [I+1]th record is a          
            nested data record 
      ELSE 
        The [I]th record is a nested  
         data record 
    END 
WHILE (EOF) 
 } 
 

 
 

 
Fig. 8 

(a) Identified nested data record, No. of data fields=12 

(b) Identified flat data record, No. of data fields = 7 

 

The Fig. 8 shows the identified nested and flat data 

records. In Fig.8 (a), the number of data fields is 12 and 

in Fig.8 (b) the number of data fields is 7. The number of 

data fields in Fig 8(a) is 58.3% more than the number of 

data fields in Fig 8(b).  

5.   Empirical evaluation and experimental 

results 

In this section, we evaluate the proposed ENDR 

(Extraction of Flat and Nested Data Records from Web 

Pages) technique. We compare it with the state-of-the-art 

existing system NET by Bing and Yanhong (2005). We 

do not compare it with DEPTA by Zhai, and Liu (2005) 

here as it is shown that NET is better than DEPTA.  For 

flat nested data records, the proposed method performs 

very well. The experimental results are given in Table 1.  

Column 1 lists the site of each test page. Due to the space 

limitations, we have not listed all the URL’s considered 

for experimentation. We have not considered many 

erroneous pages for testing because such pages are 

relatively rare and quite difficult to find.  

 

Column 2 and 4 give the number of data items extracted 

wrongly (Wr) by NET and proposed method from each 

page respectively. In x/y, x is the number of extracted 

results that are incorrect and y is the number of results 

that are not extracted.  Columns 3 and 5 give the numbers 
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of correct (Corr) data items extracted by NET and 

proposed method from each page respectively.  Here, in 

x/y, x is the number of correct items extracted and y is 

number of items in the page. From the table, we observe 

that, for flat and nested data records, the proposed method 

performs better than the other. The precision and recalls 

are computed based on extraction performed on all test 

pages. 

 

 

Table 1: Experimental Results 

6. Conclusion  

In this paper, we have proposed a more effective 

technique to perform the automatic extraction of   flat and 

nested data records from the web pages. Given a web 

page, the proposed method first identifies correct data 

region based on visual clue information.   It counts the 

number of the data items in each record and then 

identifies the record as either flat or nested. Although the 

problem has been studied by several researchers, existing 

techniques are either inaccurate or make many strong 

assumptions. The proposed method is a pure visual clue 

based extraction of flat and nested data records. 

Experimental results show that the method performs data 

extraction more effectively.  
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Abstract

Crawlers in a knowledge management system need to
collect and archive documents from websites, and also
track the change status of these documents. However,
the existence of URL rewriting mechanism raises a
page tracking problem since the URLs of a pair of
dynamic page instances obtained during different ses-
sions will no longer be the same. This paper proposes
a series of algorithms in a bottom-up manner to find
the corresponding pairs of dynamic page instances,
and then to judge the change status of them. Exper-
iments showed that the performance was very good
and the outcome was 100% accurate.

Keywords: URL rewriting, crawler, HTTP session,
string matching.

1 Introduction

A knowledge management system (KMS) needs to
collect and archive numerical and textual data from a
variety of sources. It also tracks the status of the data
so that users can be notified whenever any update has
occurred since last time. Nowadays a growing num-
ber of data is exposed to the Internet, particularly
the Web, e.g., newspapers, technical reports, busi-
ness intelligence, patent databases, discussion forums,
and stock prices. Consequently, the data acquisition
module in the KMS (often called the crawler) has to
consider the unique characteristics of Web pages, par-
ticularly dynamic pages.

This section introduces the challenges faced by
crawlers when they try to track dynamic Web pages.

1.1 HTTP Session

Since HTTP is a stateless protocol (Fielding, Get-
tys, Mogul, Frystyk, Masinter, Leach & Berners-
Lee 1999), there are some workaround mechanisms
trying to simulate a stateful connection (or more for-
mally, session) on top of HTTP. Among them, the
cookie mechanism (Kristol & Montulli 2000, Kristol
2001) is a popular way to enable a series of state-
ful request-response interactions between Web clients
and servers. It is very easy to use, but it is also very
prone to abuse, snoop, and attack (Sit & Fu 2001).
Therefore, a safer way to use cookies is proposed.
That is, to encode and transmit only the session iden-
tifier (abbreviated as session-id or sid) during the
lifetime of the session (Hallam-Baker 1996).

Copyright©2006, Australian Computer Society, Inc. This pa-
per appeared at Australasian Data Mining Conference (AusDM
2006), Sydney, December 2006. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 61. Peter
Christen, Paul Kennedy, Jiuyong Li, Simeon Simoff and Gra-
ham Williams, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

http://foo.com/photo

<a href="cat">cat</a>
<a href="dog">dog</a>
<a href="plant/flower">flower</a>

http://foo.com/photo?SID=012345

<a href="cat?SID=012345">cat</a>
<a href="dog?SID=012345">dog</a>
<a href="plant/flower?SID=012345">flower</a>

URL rewriting

Figure 1: An example illustrating the URL rewriting
effect

The use of cookie + session-id combination is now
a de facto or default session mechanism in major Web
servers and server-side script engines. For example,
Java servlets/JSP generates a JSESSIONID cookie to
carry the session-id (Coward & Yoshida 2004). By
default the cookie is named ASP.NET SessionId in
ASP.NET, PHPSESSID in PHP, and session id in
Ruby on Rails.

Despite the simplicity and popularity, the bad rep-
utation of cookies has made many power users dis-
able the cookie function of Web browsers entirely,
at the risk of disabling the subsequent session track-
ing at the same time, though. To solve this anti-
cookie dilemma, another transparent way to place
and transmit the session-id is devised. When a new
session starts, the server generates a corresponding
session-id and then, before sending the dynamic page
back to the client, inserts the session-id as a part
of relevant URLs rather than places it in the cook-
ies. This so-called URL rewriting step is applied on
the fly to all subsequent URL links in the dynamic
pages without the page author’s awareness. Take
Figure 1 for example. In the beginning a user re-
quests the dynamic page http://foo.com/photo. If
the session-id is 012345, the server will rewrite all
relevant links by inserting into them some format-
ted string like SID=012345. From the user’s point of
view, all links in the dynamic page have such session-
id string embedded, and therefore all subsequent nav-
igation through the page will naturally carry the same
session-id information. In this way the server knows
which session to track for.

Different server-side script engines rewrite
URLs in quite different ways. Take again the
“cat” link in Figure 1 for example. In Java
servlets/JSP the link would be rewritten as
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http://foo.com/photo/cat;jsessionid=sid
(Coward & Yoshida 2004). By default the link
would become http://foo.com/photo/(sid)/cat
in ASP.NET’s cookieless mode,
http://foo.com/photo/cat?PHPSESSID=sid in
PHP’s transparent sid mode.

1.2 Challenges of Changing URLs

The use of URL rewriting raises a problem for
crawlers. For a crawler to determine whether a page
has been changed since last time, it has to be sure
that it can access and identify the same page source,
albeit some parts of the page content may not be iden-
tical. For example, if the content of page p was first
pv1 and later changed to pv2, the crawler has to iden-
tify that both pv1 and pv2 are two instances/versions
of the same p. With the existence of URL rewriting,
however, instances pv1 and pv2 are retrieved through
different session-ids, and so do their URLs l(pv1) and
l(pv2). The crawler would, therefore, have difficulty
in identifying that l(pv1) and l(pv2) eventually corre-
spond to the same p at different time.

The purpose of this paper is to propose a set of
algorithms in a bottom-up manner to find the cor-
responding pairs of dynamic Web page instances ob-
tained during different sessions, and then to judge
which pages remain the same, and which pages have
been updated or removed entirely since last time.

2 Problem Formulation

To put it more formally, the highest level algorithm in
this paper is as follows. Given two pools of rewritten
URLs L and L′ collected recursively from the same
starting point (base URL b) during two different ses-
sions, we try to find

1. every li and l′j pair that corresponds to the same
page source pi, where li ∈ L and l′j ∈ L′;

2. the list of page links L′
upd whose page contents

have been changed since last time;

3. the list of page links L′
sam whose page contents

remain unchanged;

4. the list of page links L′
new whose pages never ap-

pear last time; and

5. the list of page links L′
err whose page contents

cannot be accessed this time.
In order to achieve the first goal, we also need to

find in advance the session-ids s embedded in L and
s′ in L′.

For brevity, the following symbols are used
throughout the whole paper.

� b: base URL.

� l: URL link; converted to the absolute form for
simplicity.

� L: the set of links li where i ∈ {1..n}.
� L and L′: two set of links obtained from the

same b in distinct sessions, which can happen
simultaneously or at different time.

� p: Web page.

� pv1, pv2: instances/versions of p obtained during
two distinct sessions.

� s: session-id.

� s and s′: two instances of session-ids obtained
from the same b in distinct sessions, which can
happen simultaneously or at different time.

3 Finding the Session-Id in the URL Set

This section discusses how to find the session-id string
in the URL set L collected recursively from the start-
ing point b during one session. First we need to iden-
tify some important properties of session-ids that are
useful in designing the algorithms. After that we
introduce a series of subroutines to enumerate the
session-id candidates, and finally design an algorithm
to determine the exact session-id among these candi-
dates.

3.1 Properties of Session-Ids

A dynamic Web page usually has not only static links
that just point to some locations with no parameters
but also dynamic links. Every dynamic link may con-
sist of the location, parameters, and the session-id if
URL rewriting is enabled. It follows that the average
length of static links is usually shorter than that of
dynamic links within the same website.

When a session-id is encoded and embedded within
the URL, its valid character set is inevitablly con-
strained by that of the URL. According to the URL
specifications (Berners-Lee, Masinter & McCahill
1994, Berners-Lee, Fielding & Masinter 2005), some
special characters (e.g., ‘;’, ‘/’, ‘?’, ‘=’, ‘&’, ‘%’,
and ‘#’) cannot be used directly within the <scheme-
specific-part>; the same restriction applies to embed-
ded session-ids as well. Consequently we can say that
the next character following the session-id must be
either a special character or an end-of-string (EOS)
mark.

Although Web servers have much freedom to im-
plement the session-ids, for security reasons most
of them use some cryptographically secure one-way
functions to construct the session-ids (Hallam-Baker
1996, Gutterman & Malkhi 2005). It follows that all
session-ids on the same website normally have a fixed
string length (e.g., 128 bits), that they seldom collide,
and that their string contents are usually unlikely to
appear elsewhere.

The URL rewriting mechanism also has another
feature by nature. Since the session-id s remains iden-
tical during the same session, all dynamic pages’ links
in L should carry the s with themselves. It means that
the s must be a substring of all dynamic links in L.

To sum up, session-ids have the following proper-
ties which are crucial to designing algorithms:

Property 1. The session-id remains unchanged dur-
ing the same session.

Property 2. Session-ids on the same website nor-
mally have a fixed length, even in distinct sessions.

Property 3. Session-ids on the same website seldom
collide. It is also very unlikely to see more than one
occurrence of the same session-id string literal within
the body of the URL when URL rewriting mechanism
is activated.

Property 4. When URL rewriting mechanism is ac-
tivated, the session-id is embedded in the URL, and
the next character following the session-id must be ei-
ther a special character or an EOS mark.

Property 5. When URL rewriting mechanism is ac-
tivated, the session-id must be one of the common sub-
strings among all dynamically-generated URLs.

Property 6. When URL rewriting mechanism is ac-
tivated, dynamic links are usually longer than the
static ones within the same website.
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1. http://www.amazon.com/exec/obidos/subst/hom
e/home.html/ref=three_tab_gw/002-9355727-06
11208

2. http://www.amazon.com/exec/obidos/tg/browse
/-/229220/ref=gw_subnav_gft/002-9355727-061
1208?%5Fencoding=UTF8

3. http://www.amazon.com/exec/obidos/tg/stores
/static/-/gateway/international-gateway/ref
=gw_subnav_in/002-9355727-0611208?%5Fencodi
ng=UTF8

4. http://www.amazon.com/exec/obidos/tg/new-fo
r-you/new-releases/-/main/ref=gw_subnav_nr/
002-9355727-0611208?%5Fencoding=UTF8

Figure 2: An excerpt of URL rewriting results taken
from Amazon.com; full data is shown in Figure 6

3.2 Determining the Fixed Length of Session-
Ids

The session-id must be one of the common substrings
among all dynamically-generated URLs (see Prop-
erty 5), but not all common substrings are the session-
id. Take Figure 2 for example. At first glance many
common substrings can be found, even if special char-
acters (considering Property 4) are excluded:

� exec

� obidos

� ref

� 002-9355727-0611208

But which one is the correct session-id? It seems that
they all satisfy the properties listed in Section 3.1.
It also seems difficult to generalize a set of syntactic
rules to extract the correct session-id out of them.

Let’s look at the session-id problem from yet an-
other angle. The syntactic rules that synthesize
the rewritten URLs may be complex and subject
to changes, but the mechanism that generates the
session-id itself is seldom subject to changes. There-
fore, it seems easier to base our problem-solving strat-
egy on the algorithmic nature of the session-id.

To find the right common substring as the session-
id, first we need to determine the length of the valid
session-id. Since the length on the same website nor-
mally remains the same (see Property 2), its value can
be determined either by human inspection or by an
easy-to-program yet effective heuristic. We can write
a program to make two distinct but concurrent con-
nections to the same website. The pages fetched in
the two nearly-concurrent sessions would have almost
identical layouts, topology, and contents; except for
the links L and L′ (or more precisely, session-ids s
and s′). A simple diff-like comparison (Myers 1986)
between L and L′ would reveal the fixed length of
session-ids on this website.

The probe process needs to be done only once for
each website unless the website changes its configu-
ration, for example, server version, script engine, or
session-key generation algorithm.

3.3 Finding the Common Substrings of the
Given Length Between Two Strings

Before digging into the details of discovering the fixed-
length common substrings among a set of links L,
let’s first discuss the basic subroutine of finding them
between just two links.

The main idea of FIND-CS(a, b, k) algorithm in
Figure 3 is discussed as follows. Since the session-
id is a common substring in both strings a and b,

Algorithm: FIND-CS(a, b, k)
Input: a, b: two strings to be scanned

k: length of substring(s) to be found
Output: R: the set of all k-length common

substrings between a and b
Begin:
1 R← {}
2 C ← the set of URL special characters
3 . for each substring of length k in b
4 for i← 1 to length(b)− k + 1 do
5 t← substring b[i..i + k − 1]
6 if t contains no c ∈ C

and b[i + 1] ∈ C ∪ {EOS} then
7 . try to find t in a
8 STRING-MATCHING(a, t)
9 if found then
10 R← R ∪ {t}
11 end if
12 end if
13 end for
14 return R

Figure 3: Algorithm for finding the common sub-
strings of the given length between two strings

we can find all session-id candidates R by extracting
every well-formed substring ti from b and then trying
to see if ti is also in a. Every ti has to, of course,
be selected according to the constraint mentioned in
Property 4. Its length k is obtained in the way stated
previously in Section 3.2, and is specified as input to
the FIND-CS algorithm.

Line 8 invokes some string-matching algorithm to
see if ti is also in a. Well-known algorithms such
as the Knuth-Morris-Pratt (KMP) algorithm and the
Boyer-Moore algorithm can be used here (Cormen,
Leiserson, Rivest & Stein 2001).

3.4 Finding the Exact Session-Id

Just by knowing the exact length of session-ids (see
Section 3.2) will not eliminate entirely the problem
of finding the exact session-id strings. Take Figure 4
for example. There are two very long common sub-
strings: the length of “1PS2V6KKYBZ34F3RK1PJ” is
20 and “002-9355727-0611208” is 19. Even if we
are sure that the length of session-ids to be found
is 19, and therefore “1PS2V6KKYBZ34F3RK1P” (notice
that the tailing character ‘J’ is excluded) is ruled out
by Property 4, FIND-CS(a, b, 19) still discovers more
than one candidate:

� 002-9355727-0611208

� PS2V6KKYBZ34F3RK1PJ (notice that the begin-
ning character ‘1’ is excluded)

Just by looking at the two links a and b is not
enough; it gives us little information about which can-
didate is the session-id. All we need is to look at the
whole set of links. The complete algorithm for finding
session-ids in the whole set is listed in Figure 5. Let’s
explain the rationale behind the algorithm.

A dynamic Web page typically has both static and
dynamic-generated links in it. Obviously sesson-ids
can exist only in the dynamic ones. Therefore we
need to seperate the dynamic links from the static
ones and focus on the former.

However, there is no general rules to distinguish
both types of links literally. Two properties can help
us solve this problem. Dynamic links tend to be
longer than the static ones (according to Property 6),
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a. http://www.amazon.com/gp/amabot/?pf_rd_url=http%3A%2F%2Fwww
.amazon.com%3A80%2Fgp%2Fredirect.html%2Fref%3Dgf_gw_wine%2F
002-9355727-0611208%3Flocation%3Dhttp%3A%2F%2Fwww.wine.com%
2Fpromos%2Famazonwine.asp%253Fan%253Damazon%2526s%253Damazo
n%2526cid%253Damazon%255Fgateway%255Ffpbox%26token%3D21513C
47B07C95040C8597937CAB64718E97425C&pf_rd_p=163187901&pf_rd_
s=left-nav&pf_rd_t=101&pf_rd_i=507846&pf_rd_m=ATVPDKIKX0DER
&pf_rd_r=1PS2V6KKYBZ34F3RK1PJ

b. http://www.amazon.com/gp/amabot/?pf_rd_url=http%3A%2F%2Fwww
.amazon.com%3A80%2Fgp%2Fredirect.html%2Fref%3Damb_link_6494
02_2%2F002-9355727-0611208%3Flocation%3Dhttp%3A%2F%2Fwww.am
azon.com%2Fgp%2Fsearch.html%2F%253Fplatform%253Dgurupa%2526
url%253Dnode%253D11055981%2526keywords%253DT3%26token%3DD2E
7DF9A889DD105A02CC33159540A6D52DE4D8B&pf_rd_p=160346101&pf_
rd_s=right-4&pf_rd_t=101&pf_rd_i=507846&pf_rd_m=ATVPDKIKX0D
ER&pf_rd_r=1PS2V6KKYBZ34F3RK1PJ

Figure 4: Another excerpt of URL rewriting results taken from Amazon.com; full data is shown in Figure 6

Algorithm: FIND-SID(L, k)
Input: L: pool of links

k: length of session-id string to be found
Output: session-id string of length k
Begin:
1 . find session-id candidates V
2 M ← clone of L
3 do
4 t← longest string in M
5 u← second longest string in M
6 remove t and u from M
7 V ← FIND-CS(t, u, k)
8 while V = {}
9 . calculate the number of occurrences

for each v ∈ V in M
10 D: associative array mapping from string

to integer
11 for each v ∈ V do
12 D[v]← 0
13 for each m ∈M do
14 if v is a substring of m then
15 D[v]← D[v] + 1
16 end if
17 end for
18 end for
19 . identify the right session-id among

candidates V
20 s← arg maxv(D[v])
21 return s

Figure 5: Algorithm for finding the exact session-id

and therefore Lines 4–5 pick the longest links t and u
as a guess. Moreover, the session-id is one of the com-
mon substrings of these dynamic links (according to
Property 5), and therefore Line 7 calls the FIND-CS
algorithm to enumerate the candidates V . If no can-
didate is found, implying that our previous guess was
wrong, the surrounding loop in Lines 3–8 is responsi-
ble for making a second guess (or more, if necessary).

At present V may also contain some non-session-id
strings by chance, as Figure 4 has showed. A prop-
erty can help us distinguish the real session-id from
the others. According to Property 5, the session-id
string should appear in all dynamic links, implying
that the most frequent candidate is more likely to be
the real session-id. Therefore Lines 10–18 try to find
the frequency of each candidate in the whole links (al-
beit not in the dynamic links), and Line 20 picks the
most frequent one as the session-id.

3.5 A Complete Example

Let’s use a complete example to demonstrate the
whole scenario of finding the session-id from the
start. The example was taken from Amazon.com in
the middle of March, 2006. The base URL b was
http://www.amazon.com and the traversal depth was
0. Seventeen links were obtained and shown in Fig-
ure 6.

Let L denote the whole set of 17 links l1..l17.
By the probe process mentioned in Section 3.2, the
length of session-id is found to be 19 on this web-
site. Lines 4–5 in FIND-SID(L, 19) would first pick
the longest two links: l9 and l10. l9 and l10 equal to a
and b in Figure 2, and therefore FIND-CS(l9, l10, 19)
in Line 7 outputs the same results mentioned in the
first paragraph of Section 3.4: 002-9355727-0611208
and PS2V6KKYBZ34F3RK1PJ. Afterwards Lines 10–18
calculate the frequency of them as 14 and 5, re-
spectively. Consequently the most frequent one,
002-9355727-0611208, is decided as the session-id.

3.6 Discussion

With these algorithms, we can easily find the session-
id among a collection of URLs. But the mechanism
bases on some assumptions and therefore has some
limitations.

Many aspects of these algorithms rely on the
probability that Property 6 holds. If dynamic links
are shorter than the static ones on some websites,
Lines 4–5 of the FIND-SID algorithm would be in
the wrong direction. In addition, if the number of
dynamic links is too small, Line 13 would cover too
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1. http://www.amazon.com/exec/obidos/subst/home/home.html/ref=three_tab_gw/002-935
5727-0611208

2. http://www.amazon.com/exec/obidos/tg/browse/-/229220/ref=gw_subnav_gft/002-9355
727-0611208?%5Fencoding=UTF8

3. http://www.amazon.com/exec/obidos/tg/stores/static/-/gateway/international-gate
way/ref=gw_subnav_in/002-9355727-0611208?%5Fencoding=UTF8

4. http://www.amazon.com/exec/obidos/tg/new-for-you/new-releases/-/main/ref=gw_sub
nav_nr/002-9355727-0611208?%5Fencoding=UTF8

5. http://www.amazon.com/exec/obidos/tg/new-for-you/top-sellers/-/main/ref=gw_subn
av_ts/002-9355727-0611208?%5Fencoding/=UTF8

6. http://www.amazon.com/gp/amabot/?pf_rd_url=%2Fgp%2Fbrowse.html%2Fref%3Dgw_br_el
_feat%2F002-9355727-0611208%3F%255Fencoding%3DUTF8%26node%3D172282&pf_rd_p=1631
87901&pf_rd_s=leftnav&pf_rd_t=101&pf_rd_i=507846&pf_rd_m=ATVPDKIKX0DER&pf_rd_r=
1PS2V6KKYBZ34F3RK1PJ

7. http://www.amazon.com/gp/amabot/?pf_rd_url=%2Fgp%2Fbrowse.html%2Fref%3Dgw_br_gf
%2F002-9355727-0611208%3F%255Fencoding%3DUTF8%26node%3D3370831&pf_rd_p=16318790
1&pf_rd_s=left-nav&pf_rd_t=101&pf_rd_i=507846&pf_rd_m=ATVPDKIKX0DER&pf_rd_r=1PS
2V6KKYBZ34F3RK1PJ

8. http://www.amazon.com/gp/amabot/?pf_rd_url=%2Fgp%2Fbrowse.html%2Fref%3Dgw_br_jw
%2F002-9355727-0611208%3F%255Fencoding%3DUTF8%26node%3D3367581&pf_rd_p=16318790
1&pf_rd_s=left-nav&pf_rd_t=101&pf_rd_i=507846&pf_rd_m=ATVPDKIKX0DER&pf_rd_r=1PS
2V6KKYBZ34F3RK1PJ

9. http://www.amazon.com/gp/amabot/?pf_rd_url=http%3A%2F%2Fwww.amazon.com%3A80%2Fg
p%2Fredirect.html%2Fref%3Dgf_gw_wine%2F002-9355727-0611208%3Flocation%3Dhttp%3A
%2F%2Fwww.wine.com%2Fpromos%2Famazonwine.asp%253Fan%253Damazon%2526s%253Damazon
%2526cid%253Damazon%255Fgateway%255Ffpbox%26token%3D21513C47B07C95040C8597937CA
B64718E97425C&pf_rd_p=163187901&pf_rd_s=left-nav&pf_rd_t=101&pf_rd_i=507846&pf_
rd_m=ATVPDKIKX0DER&pf_rd_r=1PS2V6KKYBZ34F3RK1PJ

10. http://www.amazon.com/gp/amabot/?pf_rd_url=http%3A%2F%2Fwww.amazon.com%3A80%2Fg
p%2Fredirect.html%2Fref%3Damb_link_649402_2%2F002-9355727-0611208%3Flocation%3D
http%3A%2F%2Fwww.amazon.com%2Fgp%2Fsearch.html%2F%253Fplatform%253Dgurupa%2526u
rl%253Dnode%253D11055981%2526keywords%253DT3%26token%3DD2E7DF9A889DD105A02CC331
59540A6D52DE4D8B&pf_rd_p=160346101&pf_rd_s=right-4&pf_rd_t=101&pf_rd_i=507846&p
f_rd_m=ATVPDKIKX0DER&pf_rd_r=1PS2V6KKYBZ34F3RK1PJ

11. http://www.amazon.com/exec/obidos/redirect-to-external-url/002-9355727-0611208?
%5Fencoding=UTF8&path=http%3A%2F%2Fwww.amazon.co.uk%2Fexec%2Fobidos%2Fredirect-
home%3Ftag%3Dintl-usstoreh-ukhome-21%26site%3Damazon

12. http://www.amazon.com/exec/obidos/redirect-to-external-url/002-9355727-0611208?
%5Fencoding=UTF8&path=http%3A%2F%2Fwww.amazon.de%2Fexec%2Fobidos%2Fredirect-hom
e%3Ftag%3Dintl-usstoreh-dehome-21%26site%3Dhome

13. http://www.amazon.com/exec/obidos/redirect-to-external-url/002-9355727-0611208?
%5Fencoding=UTF8&path=http%3A%2F%2Fwww.amazon.co.jp%2Fexec%2Fobidos%2Fredirect-
home%3Ftag%3Dintl-usstoreh-jphome-22%26site%3Damazon

14. http://www.amazon.com/exec/obidos/redirect-to-external-url/002-9355727-0611208?
%5Fencoding=UTF8&path=http%3A%2F%2Fwww.amazon.fr%2Fexec%2Fobidos%2Fredirect-hom
e%3Fsite%3Damazon%26tag%3Dusfr-storeh-footer-21

15. http://ec1.images-amazon.com/images/G/01/marketing/visa/amzn_visa-save-30-today
.gif

16. http://ec1.images-amazon.com/images/G/01/gateway/partner-logos/target_logo._V58
636053_.gif

17. http://images.amazon.com/images/P/6305428050.01._PE30_SCTZZZZZZZ_.jpg

Figure 6: A full example of URL rewriting results taken from Amazon.com with the traversal depth of 0

many irrelevant links and consequently contribute too
many counts to the wrong candidates.

A possible workaround to these limitations is to
increase the breadth and depth of traversal in the
beginning. In this way, every single wrong candidate
may have less chance to have higher frequency than
the real session-id does. More evaluations are to be
done in Section 5.1.

4 Tracking the States of Web Pages

4.1 Algorithm

Based upon previous subroutines, we are ready to
track the change states of Web pages in the existence
of URL rewriting. The tracking algorithm is shown
in Figure 7. Inside it, two subroutines (CRAWL and
GET-NEWEST-DOCUMENT) are left as implemen-
tation details.

In the beginning the crawler’s repository has a
record containing a base URL b and a set of pages
(referred to by L) traversed and collected from b last
time. The traversal breadth and depth are deter-
mined according to some pre-given values or inclu-
sion/exclusion rules.

Now we would like to know if these pages have
any change since last time. At first Line 4 crawls the
documents starting from b in the same way that L
was obtained last time.

To compare the change states between pages re-
ferred to by L and L′, their session-ids have to be
unified to the same ground in advance. It is obvious
that if pages from L still exist in the meantime, their
links would remain identical except for the session-
id part. Therefore Lines 8–10 replace the old s in
L with the new s′. The replacement is safe because
session-id strings are meant to be unique; they seldom
appear elsewhere in the URL string (see Property 3).
Normally we do not need to worry about the risk of
corrupting the non-session-id parts.

When the unification is done, the relation between
two sets L and L′ can be illustrated in Figure 8. The
case for L′

new is so trivial that Line 11 sets it as L′−L
accordingly.

The case for L − L′ is a little tricky. It may due
to access error (Lines 15–17); it may also due to the
orphan phenomenon. A page is called an orphan if
it existed before and still exists at present, but for
some reasons the links to it disappear so that it is not
recursively reachable via b anymore. The contents of
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Algorithm: TRACK(b, L, k)
Input: b: base URL

L: pool of links collected last time
k: length of session-id string

Output: L′
sam: current links; content unchanged since last time

L′
upd: current links; content updated since last time

L′
new: current links; never appeared last time

L′
err: current links; fail to access this time

Begin:
1 L′

sam ← {}
2 L′

upd ← {}
3 L′

err ← {}
4 L′ ← CRAWL(b)
5 . update the old session-id with the new one
6 s′ ← FIND-SID(L′, k)
7 s← FIND-SID(L, k)
8 for each l ∈ L do
9 replace the substring s in l with s′, if any
10 end for
11 L′

new ← L′ − L
12 . check: orphan or error?
13 O ← {} . orphan
14 for each l ∈ L− L′ do
15 pv2 ← GET-NEWEST-DOCUMENT(l)
16 if pv2 is null then
17 L′

err ← L′
err ∪ {l}

18 else
19 O ← O ∪ {l}
20 end if
21 end for
22 . check: same or updated?
23 for each l′ ∈ (L ∩ L′) ∪O do
24 pv1 ← previous version of l′ page content in the repository
25 pv2 ← current version of l′ page content in the repository
26 if pv1 = pv2 then
27 L′

sam ← L′
sam ∪ {l′}

28 else
29 L′

upd ← L′
upd ∪ {l′}

30 update pv1 with pv2 in the repository
31 end if
32 end for
33 return L′

sam, L′
upd, L′

new, L′
err

Figure 7: Algorithm for tracking the states of Web pages

Error
or

Orphan

Same
or

Updated
New

L (after session-id 
unification)

L      0

Figure 8: Relation between two sets of links L and L′

(after session-id unification)

such orphans may, of course, remain the same or have
been updated since last time. Consequently Lines 13–
21 try to identify them for Lines 23–32 to process.

The main loop in Lines 23–32 is obvious. It tries
to validate every link in (L∩L) plus orphans to decide
whether the page has been updated or not.

4.2 Implementation Hints

There are some other things that are important for
implementing the TRACK algorithm.

If there are a large proportion of static pages in
the collection, the CRAWL subroutine in Line 4 can
be optimized further. When it tries to fetch a docu-
ment from a remote website, the If-Modified-Since
request header (Fielding et al. 1999) can be used to
avoid retransmission of the unchanged content.

Web servers and server-side script engines have
a timeout value for sessions. For example, by de-
fault the timeout is 60 minutes in Tomcat (an open-
source Java servlets/JSP container), 20 minutes in
ASP.NET, and 24 minutes in PHP. But the timeout
value is reconfigurable, especially on e-commerce web-
sites. Therefore implementation of TRACK should
consider this issue and should not let the session idle
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Figure 9: Performance of FIND-SID algorithm on
Amazon.com. The experiment was done on Pen-
tium 4 2.8 GHz running Mandriva Linux 2006 and
JDK 1.4.2 11-b06. In the figure, KMP stands for
the Knuth-Morris-Pratt algorithm, and BM stands
for the Boyer-Moore algorithm.

too long between Line 4 and the first invocation of
Line 15.

Roughly speaking, the idle time would be propor-
tional to the execution time for FIND-SID since the
time complexity for Line 6 is identical to that for
Line 7, and the time complexity for Lines 8–10 is a
little lower. It seems a good place to use a real-world
example to evaluate the performance of FIND-SID.
The experiment was conducted by repeating the one
mentioned in Section 3.5 several times. Both Knuth-
Morris-Pratt and Boyer-Moore algorithms were em-
ployed for comparison. The time spent in network
transmission was excluded from the result.

As can be seen in Figure 9, even for such a web-
site with very long dynamic links and session-ids, the
FIND-SID algorithm took about 10 milliseconds—
much shorter than typical session idle time, we think.

If performance pursuers still worry about the ses-
sion idle time, it can be reduced to about 2/3 by
moving Line 7 to any location before Line 4. Line 11
can also be moved to any location after Lines 13–21
or Lines 23–32 since it has no side effect on the latter
two blocks. Finally, the loop in Lines 14–21 can be ex-
ecuted on another concurrent thread to be triggered
by Line 9.

5 Experimental Results

To validate the effectiveness of these algorithms, we
conducted a set of experiments in a bottom-up man-
ner.

5.1 Correctness of FIND-SID Algorithm

To test the correctness of FIND-SID algorithm, we
first try to investigate the number of candidates found
by FIND-CS algorithm, and also the recall of the find-
ing. Finally we investigate the correctness of FIND-
SID algorithm.

The experiments were conducted on 4 websites,
with the traversal depth of 1. Each was repeated 100
times.

� A: http://www.amazon.com/ and the length of
session-id = 19.

� B: http://www.amazon.co.jp/ and the length
of session-id = 19.

� C: http://webcaspar.nsf.gov/ and the length
of session-id = 32.
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Figure 10: Correctness of FIND-CS algorithm on
websites A, B, C, and D, as mentioned in Section 5.1.
The bar chart and the y-axis on the left-hand side
show the average number of candidates found, while
the line graph and the y-axis on the right-hand side
show the average recall of session-ids.

� D: http://www.jesishpettsburgh.org/ and
the length of session-id = 32.

First, Figure 10 shows that the average numbers
of candidates were very small, and the recalls were
100% all the time. The outcome was very accurate.

The next step is to evaluate the correctness of
FIND-SID. The outcome was all 100% correct, so the
figure is omitted.

5.2 Correctness of TRACK Algorithm

The experiments were conducted on 2 portfolios of
Web pages. The tracking step was done within a half
hour after the first crawling step. It was to avoid too
few intersections and too many missing pages since
these websites changed their contents very frequently.

� A: http://www.amazon.com/ with depth = 1.

� B: composed of 3 subtasks:

– B1: http://tw.news.yahoo.com/finance/
with depth = 2,

– B2: http://tw.news.yahoo.com/technolo
gy/ with depth = 2,

– B3: search http://tw.news.yahoo.com/
with keyword “google”.

Bitwise comparison between L and L′ pairs showed
that the outcome in Table 1 was 100% accurate. Close
inspection of the pairs revealed further that varying
advertisements and embedded JavaScript codes con-
tributed to a smaller L′

sam. If we want a more tol-
erant L′

sam, i.e., not necessarily bitwise identical, the
“equality” test in Line 26 of the TRACK algorithm
should be relaxed to allow for content-based filtering
and customization.

6 Conclusion and Future Work

The URL rewriting mechanism is a popular way to en-
able sessions between Web clients and servers. How-
ever, the mechanism and the lack of regularity in the
URLs produced have raised problems for knowledge
management systems to track the changes of Web
pages. This paper has devised a series of algorithms
in a bottom-up manner, and also demonstrated that
they are very effective and efficient in tracking dy-
namic Web pages in the existence of URL rewriting.
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Table 1: Experimental results of the TRACK algo-
rithm

Portfolio A Portfolio B

First crawling 2006-06-06 20:31 2006-06-07 14:26
L: 340 139

Tracking 2006-06-06 20:55 2006-06-07 14:40
L′

sam: 76 19
L′

upd: 264 120

L′
new: 54 3
L′

err: 0 0

This paper has focused mainly on the issue raised
by the URL rewriting mechanism. In the future, we
will move on to other practical issues when imple-
menting the crawler module of a KMS. For example,
it is important to investigate more proper ways to
define and handle the “equality” of dynamic pages
from the user’s point of view. To do this, first we
plan to incorporate the idea of AJAX-based screen-
scraping toolkit so that users can specify the regions
of interest in a more intuitive way. Second, we plan
to provide content-based filtering so that users can
customize their own equality test.

Another important issue is to investigate a sophis-
ticated but also intuitive way for users to specify and
refine a series of steps required to navigate into a spe-
cific subset of the target website. To do this, the same
technique of AJAX-based screen scraping can also be
helpful. We think that this approach is more finer-
grained and easier-to-use than traditional command-
line argument or HTML screen-scraping approaches.
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Abstract

The importance of predicting Web users’ behaviour
and their next movement has been recognised and dis-
cussed by many researchers lately. Association rules
and Markov models are the most commonly used ap-
proaches for this type of prediction. Association rules
tend to generate many rules, which result in con-
tradictory predictions for a user session. Low order
Markov models do not use enough user browsing his-
tory and therefore, lack accuracy, whereas, high or-
der Markov models incur high state space complexity.
This paper proposes a novel approach that integrates
both association rules and low order Markov mod-
els in order to achieve higher accuracy with low state
space complexity. A low order Markov model pro-
vides high coverage with low state space complexity,
and association rules help achieve better accuracy.

Keywords: Association rules, Markov models, predic-
tion.

1 Introduction

The need to predict the next Web page to be accessed
by the user is apparent in most Web applications to-
day whether they are search engines or e-commerce
solutions or mere marketing sites. Web applications
today are driven to provide a more personalized ex-
perience for their users. Therefore, it is extremely
important to form some kind of interaction with Web
users and always be one step ahead of them when
it comes to predicting next accessed pages. For in-
stance, knowing the user browsing history on the site
grants us valuable information as to which one of the
most frequently accessed pages will be accessed next.
Also, it provides us with extra information like the
type of user we are dealing with and the users prefer-
ences as well. There are various ways that can help
us make such a prediction, but the most common ap-
proaches are Markov models and association rules.
Each of the approaches used for this purpose has its
own weaknesses when it comes to accuracy, coverage
and performance. Lower order Markov models lack
accuracy because of the limitation in covering enough
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browsing history; whereas higher order Markov mod-
els usually result in higher state space complexity.
On the other hand, association rules have the prob-
lem of identifying the one correct prediction out of
the many rules that lead to a large number of predic-
tions (Mobasher, Dai, Luo & Nakagawa 2001, Yang,
Li, & Wang 2004). This paper proposes an improved
approach, based on a combination of Markov mod-
els and association rules that results in better predic-
tion accuracy and more coverage. We use low order
Markov models to predict multiple pages to be visited
by a user and then we apply association rules to pre-
dict the next page to be accessed by the user based
on long history data.

1.1 Related Work

The importance of Web usage mining has led to a
number of research papers in the area. However,
most of these papers were hindered by some kind
of limitations. For instance, many of the papers
proposed using association rules or Markov models
for next page prediction, however, none of these pa-
pers have addressed the use of a combination of
both methodologies. Some of the papers that pro-
posed the use of association rules for better predict-
ing the next page to be accessed by the user are
(Mobasher et al. 2001, Spiliopoulou, Faulstich & Win-
kler 1999, Yong, Zhanhuai & Yang 2005); whereas,
other papers like (Cadez, Heckerman, Meek, Smyth
& White 2000, Deshpande & Karypis 2004, Dong-
shan & Junyi 2002, Garafalakis, Pastogi, Seshadri &
Shim 1999, Gunduz & Ozsu 2003, Jespersen, Peder-
sen & Thorhauge 2003) covered Markov models.
Mobasher et al. (2001) were confronted with the
problem of providing user personalisation at an early
stage of the Web session. They proposed the use of
collaborative filtering approaches like the k-Nearest
Neighbour (KNN) approach. However, some prob-
lems were identified like scalability and efficiency.
KNN requires that neighbourhood identification be
performed online. This is not feasible most of the
time because of the large amount of data. Another
problem is the effectiveness in terms of coverage and
precision. Low coverage is caused by larger user his-
tories and low precision is due to the sparsity of Web
data. The authors then proposed a solution that gives
better results than the KNN approach in terms of
scalability and effectiveness. They recommended an
approach that uses association rules techniques that
are based on storing the most frequent items used in
a data structure and using an algorithm to identify
the most suitable items to be used with online recom-
mendations. The main problem associated with asso-
ciation rules in general is scalability due to the large
number of itemsets. However, when the authors pro-
posed a method that includes increasing the window
size, it caused scalability problems as well as lower
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coverage. On the other hand, using multiple support
thresholds resulted in better coverage but it did not
improve on accuracy.
Yang et al. (2004) have studied five different rep-
resentations of association rules which are: Subset
rules, Subsequence rules, Latest subsequence rules,
Substring rules and Latest substring rules. As a re-
sult of the experiments performed by the authors con-
cerning the precision of these five association rules
representations using different selection methods, the
latest substring rules were proven to have the highest
precision with decreased number of rules.
On the other hand, Yong et al. (2005) explored se-
quential association rules further and they proposed
a new sequential association rule model for Web doc-
ument prediction based on the comparison of dif-
ferent types of sequential association rules accord-
ing to sequence constrains and temporal constrains.
They proved through means of experimentation that
both sequence constrains and temporal constrains af-
fect the precision of Web document prediction and
that temporal constrains have more influence than
sequence constrains.
Numerous papers dealt with the topic of Markov
Model as a method to solve the prediction prob-
lem with higher coverage, better accuracy and per-
formance than association rules. For example, Desh-
pande et al. (2004) addressed the reduced accuracy
problem of the low-order Markov Models. They pro-
posed an all-kth order model instead. They solved
the state space complexity problem of the all-kth or-
der model by pruning some of the states according to
frequency, confidence and error representations. This
proposed solution to the state space complexity of the
all-kth order model may not be feasible in some in-
stances, especially when it comes to very large data
sets. It requires a lot of time and effort to build the
all-kth order models and prune the pages according
to the three criteria. It also involves a great deal of
calculations (different types of thresholds for different
pruning methods.)
Dongshan et al. (2002) proposed the use of a hybrid-
order tree like Markov Model (HTMM) in order to
solve the problems associated with traditional Markov
Models especially the state space complexity and low
coverage. They identified the suitability of HTMM
with predicting the next pages to be accessed by
the user and caching such pages in order to improve
Web pre-fetching. HTMM combines two methods:
a tree-like Markov model method and a hybrid or-
der method. The k-order Tree-like Markov model is
a tree constructed using a sequence of visited Web
pages accessed by the user. Each node of the tree
conforms to a visited page URL and a count that
records the number of times the page was visited. The
height of the tree is k + 2 where k is the order of the
Markov model and the width of the tree is no more
than the number of sequences of the visited pages.
The tree-like Markov model results in low coverage
that results in low accuracy. As a solution, the au-
thors proposed training varying order Markov models
and combining those models together for prediction.
They used two methods for combining the models: ac-
curacy voting and blending. To evaluate the results
of these methods, the authors used Web server log
files of an educational site and after cleaning and pre-
processing the log data, they came up with the follow-
ing results: When it comes to precision and accuracy,
both HTMM methods showed better results than tra-
ditional Markov models. Also, when it comes to time
associated with building the models and giving pre-
diction, the HTMM methods showed better results
than traditional Markov models. However, with pre-
diction time, HTMM methods and traditional meth-
ods showed similar results. These results are apparent

with HTMM in general. However, when it comes to
building the tree, it is based on all-kth order model
and it has the same complexity as the all-kth order
model. This places a great limitation on the approach
as a whole.
Related work was presented by Gunduz et al.
(2003)where they proposed a new model that takes
into consideration the time spent on the page as well
as the sequence of visiting pages in a Web session.
First, pages are clustered according to their similari-
ties. Then, a click-stream tree is used to generate rec-
ommendations. This approach is rather complicated
and data has to go in various stages before prediction
takes place. Other researchers that went through sim-
ilar work, like Mobasher et al. (2000) and Sarukkai
(2000), did not take Web data complexity into con-
sideration. Of course, more complex data would lead
to higher storage space and runtime overhead.
Kim et al. (2004) presented a combination of asso-
ciation rules, Markov models, sequential association
rules and clustering. This paper presented the use
of four Web personalisation models in order to im-
prove on their performance especially when it comes
to precision and recall. The authors argued that both
association rules and sequential association rules tech-
niques can use All-Kth order model to increase cov-
erage but this produced less precision.

1.2 Organisation of the Paper

This paper is organised as follows. In section 2, we
cover Web access prediction using Markov model and
association rules. In section 3, we introduce our pro-
posed solution. In section 4 we analyse the data and
produce the experiments results. Section 5 concludes
our work.

2 Related Technologies

2.1 Markov Model

Markov models are becoming very commonly used in
the identification of the next page to be accessed by
the Web site user based on the sequence of previously
accessed pages (Deshpande et al. 2004).
Let P = {p1, p2, . . . , pm} be a set of pages in a Web
site. Let W be a user session including a sequence of
pages visited by the user in a visit. Assuming that
the user has visited l pages, then prob(pi|W ) is the
probability that the user visits pages pi next. Page
pl+1 the user will visit next is estimated by:

Pl+1=argmaxp∈IP{P (Pl+1 = p|W )}
=argmaxp∈IP{P (Pl+1 = p|pl, pl−1, . . . , p1)}(1)

This probability, prob(pi|W ), is estimated by using
all W sequences of all users in history (or training
data), denoted by W . Naturally, the longer l and
the larger W , the more accurate prob(pi|W ). How-
ever, it is infeasible to have very long l and large W
and it leads to unnecessary complexity. Therefore,
to overcome this problem, a more feasible probabil-
ity is estimated by assuming that the sequence of the
Web pages visited by users follows a Markov process.
The Markov process imposed a limit on the number
of previously accessed pages k. In other words, the
probability of visiting a page pi does not depend on
all the pages in the Web session, but only on a small
set of k preceding pages, where k << l.
The equation becomes:

Pl+1 = argmaxp∈IP{P (Pl+1 = p|pl, pl−1, . . . , pl−(k−1)}
(2)
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where k denotes the number of the preceding pages
and it identifies the order of the Markov model. The
resulting model of this equation is called the Kth-
Order Markov model. Of course, the Markov model
starts calculating the highest probability of the last
page visited because during a Web session, the user
can only link the page he is currently visiting to the
next one. The example is similar to Desphpandes
Figure 1 (Deshpande et al. 2004):
Let Sk

j be a state containing k pages,
Sk

j =
〈
pl−(k−1), pl−(k−2), . . . , pl

〉
. The probabil-

ity of P
(
pi|Sk

j

)
is estimated as follows from a history

(training) data set.

P
(
pi|Sk

j

)
=

Frequency
(〈

Sk
j , pi

〉)

Frequency
(
Sk

j

) . (3)

This formula calculates the conditional probability as
the ratio of the frequency of the sequence occurring in
the training set to the frequency of the page occurring
directly after the sequence.
The fundamental assumption of predictions based on
Markov models is that the next state is dependent
on the previous k states. The longer the k is, the
more accurate the predictions are. However, longer k
causes the following two problems: The coverage of
model is limited and leaves many states uncovered;
and the complexity of the model becomes unman-
ageable. Therefore, the following are three modified
Markov models for Predicting Web page access.

1. All kth Markov model: This model is to tackle
the problem of low coverage of a high order
Markov model. For each test instance, the high-
est order Markov model that covers the instance
is used to predict the instance. For example, if
we build an all 4- Markov model including 1-,
2-, 3-, and 4-, for a test instance, we try to use
4-Markov model to make prediction. If the 4-
markov model does not contain the correspond-
ing states, we then use the 3-markov model, and
so forth (Pitkow & Pirolli 1999).

2. Frequency pruned Markov model: Though all-
kth order Markov models result in low coverage,
they exacerbate the problem of complexity since
the states of all Markov models are added up.
Note that many states have low statistically pre-
dictive reliability since their occurrence frequen-
cies are very low. The removal of these low fre-
quency states affects the accuracy of a Markov
model. However, the number of states of the
pruned Markov model will be significantly re-
duced.

3. Accuracy pruned Markov model: Frequency
pruned Markov model does not capture factors
that affect the accuracy of states. A high fre-
quent state may not present accurate prediction.
When we use a means to estimate the predictive
accuracy of states, states with low predictive ac-
curacy can be eliminated. One way to estimate
the predictive accuracy using conditional proba-
bility is called confidence pruning. Another way
to estimate the predictive accuracy is to count
(estimated) errors involved, called error pruning.

2.2 Association Rules

Association rule mining is a major pattern discovery
technique as proved by Mobasher et al. (2000). The
original goal of association rule mining is to solve mar-
ket basket problem. For a data set containing shop-
ping transactions, association rules summarise rela-

tionships illustrated by the following example. Cus-
tomers who buy bread and milk will most likely buy
eggs, or, bread and milk → eggs. Association rules
are mainly defined by two metrics: support and con-
fidence. The applications of association rules are far
beyond market basket applications. Let us look at
how association rules are used in Web data mining.
Let P = {p1, p2, , pm} be a set of pages in a Web
site. Let W be a user session including a sequence
of pages visited by the user in a visit, and D in-
cludes a collection of user sessions. Let A be a sub-
sequence of W , and pi be a page. We say that W
supports A if A is a subsequence of W , and W sup-
ports 〈A, pi〉 if 〈A, pi〉 is a subsequence of W . The
support for sequence A is the fraction of sessions sup-
porting A in D, denoted by supp(A) . An implication
is A → pi . The support of implication A → pi is
supp(〈A, pi〉) , and the confidence of the implication
is supp(〈A,P 〉)/supp(A) , denoted by conf(A → pi)
. When we use the same terminologies of Markov
model, supp(〈A, pi〉) = prob(〈A, pi〉) , and confidence
(A, pi) = prob(pi|A) . An implication is called an
association rule if its support and confidence are not
less than some user specified minimum thresholds.
The minimum support requirement dictates the effi-
ciency of association rule mining. One major moti-
vation for using the support factor comes from the
fact that we are usually interested only in rules with
certain popularity. Support corresponds to statistical
significance, and confidence is a measure of the rules
strength.
There are four types of sequential association rules
presented by Yang et al. (2004):

1. Subsequence rules: they represent the sequential
association rules where the items are listed in
order.

2. Latest subsequence rules: They take into consid-
eration the order of the items and most recent
items in the set.

3. Substring rules: They take into consideration the
order and the adjacency of the items.

4. Latest substring rules: They take into considera-
tion the order of the items, the most recent items
in the set as well as the adjacency of the items.

The immense number of generated rules gives rise to
the need of some predictive models that reduce the
rule numbers and increase their quality by weeding
out the rules that were never applied. Yang et al.
(2004), introduced the following predictive models:

1. Longest match: This method assumes that
longer browsing paths produce higher quality in-
formation about the user access pattern. There-
fore, in the case where we have more than one
rule, all with support above a certain threshold
and they match an observed sequence, the rule
with the longest length will be chosen for predi-
cation purposes and the rest of the rules will be
disregarded.

2. Most-confidence matching: This is a very com-
mon method where the rule with the highest con-
fidence is chosen amongst the rest of all the ap-
plicable rules whose support values are above a
certain threshold.

3. Least error matching: This is a method to com-
bine support and confidence, based on the ob-
served error rate and the support of each rule, to
form a unified selection measure and to avoid the
need to set a minimum support value artificially.
The observed error rate is calculated by dividing
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the number of incorrect predictions by the num-
ber of training instances that support it. The
rule with the least error rate is chosen amongst
all the other applicable rules.

From a previous study (Yang et al. 2004), the latest
substring with the least error matching produces the
most accurate models for Web document prediction.
In this paper, we will use sequential association rule
mining on user transaction data to discover Web page
usage patterns. Prediction of the next page to be
accessed by the user is performed by matching the
discovered patterns against the user sessions. This is
usually done online.

3 A framework for integration

The main problem associated with association rules
that apply to large data item sets is the discovery of
large number of rules and the difficulty in identifying
the one rule that leads to the correct prediction. In
regards to Markov models, low order Markov models
lack web page prediction accuracy because they do
not use enough history and high order Markov models
have high state space complexity.
There is apparent a direct relationship between
Markov models and association rules techniques. Ac-
cording to the Markov model pruning methods pre-
sented by Mobasher et al. (2004) and association
rules selection methods presented by Yang et al.
(2004), there exists a great resemblance between the
two. The substring association rules with most con-
fidence prediction model form a frequency pruned all
kth order Markov model, where k is the number of
maximum items in the association rules. They also
share similar problems. For instance, the number of
states (rules) becomes unmanageable when k is large.
In contrast, short history is not enough for making
accurate predictions.
We propose to use low order all kth Markov models
to keep low state complexity and high coverage. The
accuracy of low order Markov models is normally not
satisfactory. For those Markov states that provide
ambiguous predictions, we make use of association
rules to sample long history. Association rules help
those states to make more accurate predictions. Asso-
ciation rules are complicated as well, but we only use
rules to complement Markov states that provide am-
biguous predictions. Therefore, this does not add too
much complexity to the system. We use the following
example to show the idea of the integration.
Consider the set of Web page structure for an online
computer shop in Figure 1.
Note that letters are assigned to nodes names in Fig-
ure 1 for simplicity purposes. Table 1 examines the
following 6 user sessions:

Table 1: User sessions
T1 A,C,G,A,D,H,M,C,F,C,G,R,I,P,H,O,J
T2 A,G,T,A,C,S,G,J,R,A,D,H,M,D,J
T3 A,F,I,B,A,E,D,H,N,P,I,Q,F,J,D,H,N,G,C
T4 A,I,J,B,A,E,C,T,D,H,M,I,Q,G
T5 F,D,H,N,J,A,D,A,E,D,J,R,H,N,G,C,F,G
T6 F,L,S,D,H,N,J,Q,E,I,P,C,I,O,A,D,H,M

Calculating the frequencies of accessed pages, Table
2 lists the pageviews with their frequencies.
A 100% support results in a very large number of
rules and is rather cumbersome. Therefore, assuming
that the minimum support is 4; B, K, L, O, P, Q, R,
S and T are removed from the itemsets. Table 3 lists
the user sessions that pass the frequency and support
tests.

Home

PDA Notebook

Battery

Peripherals

Extra Drive Printer Speakers Web Cam

MP3 Desktop

Desk

Floppy DVD/RW Ink Laser Mono Stereo Wood Steel

A

FEDCB

G H I J K L

SRQPONM T

Figure 1: Online computer store Web page structure.

Table 2: Pageviews frequencies
Page A B C D E F G H I J
Freq 12 2 8 11 4 6 8 10 7 8

Page K L M N O P Q R S T
Freq 0 1 4 4 3 3 3 3 2 2

Table 3: User sessions after frequency and support
pruning
T1 A,C,G,A,D,H,M,C,F,C,G,R,I,H,J
T2 A,G,A,C,G,J,A,D,H,M,D,J
T3 A,F,I,A,E,D,H,N,I,F,J,D,H,N,G,C
T4 A,I,J,A,E,C,D,H,M,I,G
T5 F,D,H,N,J,A,D,A,E,D,J,H,N,G,C,F,G
T6 F,D,H,N,J,E,I,C,I,A,D,H,M

Applying the 2nd order Markov Model to the above
training user sessions we notice that the most frequent
state is 〈D,H〉 and it appeared 8 times as follows:

Pl+1 = argmax{P (M |H, D)} = M OR N

Obviously, this information alone does not provide us
with correct prediction of the next page to be accessed
by the user as we have high frequencies for both pages,
M and N. To break the tie and find out which page
would lead to the most accurate prediction, we have
to look at previous pages in history. This is where we
use subsequence association rules as it shows in Table
4 below.

Table 4: User sessions history
A, C, G, A, 〈D, H〉 M

A, G, A, C, G, J, A, 〈D, H〉 M
A, F, I, A, E, 〈D, H〉 N

I, F, J, 〈D, H〉 N
A, I, J, A, E, C, 〈D, H〉 M

F, 〈D, H〉 N
F, 〈D, H〉 N

J, E, I, C, I, A, 〈D, H〉 M

Tables 5 and 6 summarise the results of applying sub-
sequence association rules to the training data. Table
5 shows that C → M has the highest confidence of
100%. While Table 6 shows that F → N has the
highest confidence of 100%.
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Table 5: Confidence of accessing page M using subse-
quence association rules
A → M AM/A 4/10 40%
C → M CM/C 4/4 100%
E → M EM/E 2/3 67%
F → M FM/F 0/4 0%
G → M GM/G 2/3 67%
I → M IM/I 2/5 40%
J → M JM/J 3/4 67%

Table 6: Confidence of accessing page N using subse-
quence association rules
A → N AN/A 1/10 10%
C → N CN/C 0/4 0%
E → N EN/E 1/3 33%
F → N FN/F 4/4 100%
G → N GN/G 0/3 0%
I → N IN/I 2/5 40%
J → N JN/J 1/4 25%

Using Markov models, we can determine that there
is a 50/50 chance that the next page to be accessed
by the user after accessing the pages D and H could
be either M or N. Whereas subsequence association
rules take this result a step further by determining
that if the user accesses page C before pages D and
H, then there is a 100% confidence that the user will
access page M next. Whereas, if the user visits page
F before visiting pages D and H, then there is a 100%
confidence that the user will access page N next.
Applying this result back to our example, we find that
if the user buys a notebook, there is more chance that
he/she will buy an external floppy drive. However, if
the user buys a desktop, there is more chance that
he/she will buy an extra DVD/RW drive. This ex-
tra bit of information is very important as knowing
user browsing history gives us an added advantage of
knowing the browsing habits of our users.
In this paper, we introduced the Integrated Markov
and Association Model (IMAM) that inputs a
database(D) and a session (s) and outputs the next
page(p) that will be accessed by the user with high
prediction. IMAM is summarised as follows:

Training:

Build a low order Markov model
FOR each state of the Markov model

IF the prediction is ambiguous
THEN
Collect all sessions satisfying

the state
Construct association rules to

resolve ambiguity
Store the association rules with

the state
ENDIF

ENDFOR

Test:

Find a matching state of the Markov model
for a test session

IF the matching state provides an non-
ambiguous prediction

THEN the prediction is made by the state
ELSE
Use its corresponding association

rules to make prediction
ENDIF

In this work, we define an ambiguous prediction as
two or more predictive pages that have the same con-

ditional probability by a Markov model. The am-
biguous prediction potentially has other definitions,
for example, the certainty of a prediction is below a
threshold. We did not explore other options in this
paper.

4 Experimental Evaluation

4.1 Data Collection and Preprocessing

For our experiments, the first step was to gather a
log file from an active Web server. Usually, Web log
files are the main source of data for any e-commerce
or Web related session analysis (Spiliopoulou et al.
1999). The log file we used as a data source for our
experiments is a day’s worth of all HTTP requests
to the EPA WWW server located at Research Trian-
gle Park, NC. The logs are an ASCII file with one
line per request, with the following information: The
host making the request, date and time of request,
requested page, HTTP reply code and bytes in the
reply. The logs were collected for Wednesday, August
30 1995. There were 47,748 total requests, 46,014
GET requests, 1,622 POST requests, 107 HEAD re-
quests and 6 invalid requests. The gathered Web log
data had to be cleaned and filtered (Zhao, Bhowmick
& Gruenwald 2005, Sarukkai 2000).
Cleaning the data involved removing erroneous and
invalid pages. Those included HTTP error codes 400s
and 500s, HTTP 1.0 errors, and CGI entries. The to-
tal number of valid entries was diminished to 19,121.
Then, 302 and 304 HTTP errors that involve requests
with no server replies were also removed and the num-
ber of entries went down to 14,091. Filtering and
cleaning the log files made them ready for further pre-
processing and analysis. Pages links are converted to
numbers for easy manipulation. Repeated pages are
removed because it is uncommon for the same Web
page to be accessed more than once and any internal
links are irrelevant. Next step was to identify user ses-
sions. Taking a 30-minute timeout into consideration,
the number of user sessions amounted to 1,868. Short
sessions were then removed and only sessions with at
least 5 pages were considered. Distinct Web pages
were identified and they amounted to 2,891 pages.
The EPA data was further pre-processed before being
used for our analysis purposes. The last page of each
session was removed for testing purposes. Also, the
frequency of each page visited by the user was calcu-
lated. The page access frequency is shown in Figure 2
which reveals that page number 3 is the most frequent
page and it was accessed 73 times.
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Figure 2: Frequency chart for the most frequent vis-
ited pages.
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4.2 Experiments Results

Having all data sets processed, filtered and analysed,
1st, 2nd, 3rd and 4th order Markov models were cre-
ated. Then, all 1st, 2nd, 3rd, and 4th order frequency
pruned (Deshpande et al. 2004) Markov model analy-
sis took place considering 4 as the frequency thresh-
old. Prediction results were achieved using the maxi-
mum likelihood based on conditional probabilities as
stated in equation 3 above. All predictions in the
test data that did not exist in the training data sets
were assumed incorrect and were given a zero value.
All implementations were carried out using MAT-
LAB. Figure 3 below illustrates the difference between
Markov model orders and Frequency pruned all-kth
Markov model results. The Figure demonstrates that
as the order of Markov model increases, precision de-
creases due to the reduced coverage of the data. Cov-
erage is defined as the ratio of the Web sessions in
the test set that have a corresponding state in the
training set to the number of Web sessions in the test
set (Deshpande et al. 2004). Also, the increase of
the frequency pruned Markov model precision is lim-
ited due to the elimination of states that could be of
importance to the precision process. The frequency
threshold parameter used was a fixed parameter of
size 4.
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Figure 3: Precision of 1st, 2nd, 3rd and 4th order
Markov models and all 1st, 2nd, 3rd and 4th order
frequency pruned Markov models.

Table 7 below reveals that the all- 1st, 2nd, 3rd, and
4th order frequency pruned Markov models have con-
siderably less states than the 1st, 2nd, 3rd, and 4th

order Markov models.

Table 7: Number of states of Markov model and fre-
quency pruned Markov model orders.
Model MM States All-kth FP States
1st order 1945 745
2nd order 39162 9162
3rd order 72524 14977
4th order 101365 17034

The reported accuracies in this section are based on
10-fold cross validation. The data was split into ten
equal sets. First, we considered the first nine sets as
training data and the last set for test data. Then, the
second last set was used for testing and the rest for
training. We continued moving the test set upward
until the first set was used for testing and the rest for
training. The reported accuracy is the average of ten
tests.

The 1st order and 2nd order Markov model results
cannot be 100% reliable simply because we did not
look back into the history of pages accessed by the
user. We assumed that the pages visited long before
the current page in a Web session do tend to influence
the users actions. These previously accessed pages af-
fect the prediction process as they interfere with the
user browsing behaviour and are not mere informa-
tion providers. Performing 3rd and 4th order Markov
models techniques solves the problem of examining
the users previous browsing behaviour, but it results
in an increase in the number of states as it is obvious
in Table 7 above that illustrates the number of states
generated based upon non empty states. To overcome
this shortcoming, we applied subsequence association
rules techniques in order to generate the most appro-
priate rule. Before applying association rules tech-
niques, the most frequent occurrences or the Markov
model frequent states are removed.
Since association rules techniques require the determi-
nation of a minimum support factor and a confidence
factor, we used the experimental data to help deter-
mine such factors. We can only consider rules with
certain support factor and above a certain confidence
threshold.
Figure 4 below shows that the number of generated
association rules dramatically decreases with the in-
crease of the minimum support threshold with a fixed
90% confidence factor. Reducing the confidence fac-
tor results in an increase in the number of rules gen-
erated. This is apparent in Figure 5 where the num-
ber of generated rules decreases with the increase of
the confidence factor while the support threshold is
a fixed 4% value. It is also apparent from Figure 4
and Figure 5 below that the influence of the minimum
support factor is much greater on the number of rules
than the influence of the confidence factor.
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Figure 4: Number of rules generated according to dif-
ferent support threshold values and a fixed confidence
factor: 90%.

Referring back to Figure 4 and Figure 5, we consid-
ered a minimum support threshold of 4%. The in-
tegration model, IMAM, involves calculating associ-
ation rules techniques prediction accuracy using the
longest match precision method. In IMAM, associa-
tion rules were applied in two cases:

1. When we were unable to make a correct predic-
tion in the case of a 2nd order Markov model
because of a tie. In such a case, using associ-
ation rules techniques to look further back at
previously visited pages, we were able to break
the tie by looking at the page in history that
leads to the most appropriate page for predic-
tion. Looking at Figure 6, using 1st order Markov
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Figure 5: No. of rules generated according to a fixed
support threshold: 4%.

model, the most frequently accessed page after
EPA-PEST1995Aug23 is EPA-PEST1995Aug17
with 100% probability. Using 2nd order Markov
model, the most frequently accessed pages after
EPA-PEST1995Aug17 are EPA-PEST1995July
and OOPTPubs with 50% probability each. To
decide which of the two pages would result in
higher prediction precision, we look further back.
Using association rules we find out that there
is 100% chance that if EPA-PEST1995Aug16pr-
373 is accessed before EPA-PEST1995Aug23,
EPA-PEST1995July will be accessed next. And,
there is 100% chance if PressReleases1995Aug is
accessed before EPA-PEST1995Aug23, OOPT-
Pubs will be accessed next. As a result, precision
is calculated according to the results of associa-
tion rules.
The precision of the proposed IMAM model was
calculated by adding all successes and divid-
ing the result by the number of states in the
test data. According to Figure 7, the proposed
IMAM model shows better precision than the 2nd

order Markov model (MM) and the frequency
pruned all 2nd order Markov model (PMM).

EPA−PEST1995Aug23

EPA−PEST1995Aug17

OOPTPubs EPA−PEST1995July

EPA−PEST1995Aug16pr−373PressReleases1995Aug

100% 100%

100%

50%50%

Looking back in
history using
Association rules

Frequently accessed
pages using 1st order
Markov model

2nd order Markov
model resulting in
a tie

100% 100%

Figure 6: Portion of association rules results.

2. If the test data does not match any of the 2nd or-
der Markov model outcomes, we use the globally
generated association rules to look back at pre-
vious user browsing history. Users have different
browsing experiences, some of them get to the

page they request using a shorter path than oth-
ers depending upon the web site structure and
internal links. For example, the same page could
be accessed by a user after visiting 5 pages and
by another user after visiting 2 pages.
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Figure 7: Precision of 2nd order Markov model
(MM), Frequency Pruned all 2nd order Markov model
(PMM) and IMAM model.

The main problem associated with this approach is
that it is dependent on the length of user session of
data available. This is usually not a problem when
modelling a particular site with long user sessions and
therefore, more history. But it becomes more difficult
when performing multi-site analysis with shorter user
sessions.

5 Conclusion

In this paper, we proposed a method to integrate
Markov model and association rules for predicting
Web page accesses. The integration is based on a low
order Markov model. Sets of subsequence association
rules are used to complement the Markov model for
resolving ambiguous predictions by using long history
data. The integration avoids the complexity of high
order Markov model and the limitation of Markov
model using short history. This model also reduces
the large number of association rules since associa-
tion rules are only used when ambiguous predictions
occur. The experimental results show that the com-
bined model increases the accuracy of the Web page
access prediction of Markov model and association
rules.
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Abstract

Internet based online social networks collectively fa-
cilitate the spread of ideas. Hence, to understand
how social networks evolve as a function of time, it is
critical to learn the relationship between the informa-
tion dissemination pathways or flows and the type of
ideas being disseminated. We first classify the spread
of ideas into two types based on their rate and nature
of proliferation; fads and non-fads. A ’fad’ refers to
an idea that quickly becomes popular in a culture,
remains popular for a brief period, and then loses
popularity dramatically. We then model the informa-
tion dissemination pathways for both these types of
ideas. Our results indicate that the proliferation of
information in a network strongly correlates with the
the type of idea, the degree of participation of the
nodes, and a node’s availability i.e., presence. Fur-
ther we derived that after reaching a certain satura-
tion point, a fad exhibits periodic spreading behavior
implying that a fad rarely completely disappears from
a network. We use data from an instant messaging
network community to verify the proposed theoretical
modeling framework.

Keywords: Simulation, Social Networks, Informa-
tion Dissemination, Instant Messaging, Memes, So-
cial Network Analysis.

1 Introduction

In the real world, information disseminates because
of information asymmetry. In economics, this infor-
mation asymmetry as discussed by Arrow (1963) is
referred to as the situation when one party to a trans-
action has more or better information than the other
party. Hence, when ideas spread, and information dis-
seminates, information asymmetry decreases. More-
over, information asymmetry has recently been noted
to be on the decline thanks to the Internet. The In-
ternet facilitates users that are unknowlegeable to ac-
quire heretofore unavailable information very rapidly.
Think of how easy it is to get costs of competing in-
surance policies, various dealer’s quotes for the same
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car, etc. (Levitt S., & Dubner, S., 2005). Thus, in-
formation dissemination or the motivation to spread
ideas is the central doctrine behind online social net-
working.

Existing efforts that model information dissemina-
tion assume that the underlying social networks are
static i.e., the topology of the network remains con-
stant. In a dynamic social network the edges between
the nodes are not fixed and can change over the course
of time. Thus, the topology reflects the participation
of the nodes in the network. The focus of this paper is
to develop a novel framework that attempts to explain
the phenomenon of information dissemination in dy-
namic online social networks. Instant Messaging (IM)
networks are examples of such dynamic online social
networking environments. It is a very popular way of
computer-based communication. The task of study-
ing information dissemination in dynamic networks
has gained even more importance from a cybersecu-
rity perspective, since it can used to study informa-
tion flows in terrorist networks. A feature that terror-
ist organizations share with highly dynamic networks
like IM networks is that the unavailability (removal)
of several actors does not make much difference in
spreading information. For terrorist networks, this
is so because the network is structured to minimise
the loss of utility and sustain the network inspite of
removal of a few actors (Erickson 1981). The infor-
mation pathways evolve and adapt as a response to
anti-terrorist activities (Sageman 2004) with the con-
sequence that the topology of the network does not
remain constant.

There have been few prior attempts to propose ap-
propriate modeling solutions for information flow pre-
diction problems in dynamic social networks. Domin-
gos et al mine the network value of customers using a
Markov chaining process (Domingos, P., & Richard-
son, M. 2001). Kempe et al (2003) provide a the-
oretical perspective to study the spread of influence
through a social network. A key difference and ad-
vancement in our efforts being that our methods are
not constrained by the availability of connectionist
information. i.e., we do not presume that the net-
work topology is a known parameter of the modeling
algorithm. In fact, we compare the results of our al-
gorithm for a connections-known network and a net-
work where the nodes can randomly become active
or passive (real-network). For theoretical grounding,
we borrow the notions of susceptibility and transmis-
sibility from epidemiology; and adapt them to our
problem domain. We use a real world dataset, con-
sisting of IM status logs, and IM user behavior data
to calibrate our theoretical models. We should also
emphasize that the current study is exploratory in
nature and thus the goal is to find general trends in
proliferation of information in social networks instead
of making particular (and speculative) predictions.

To provide some background, IM can be defined
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as a communications service that enables its users
to create a kind of private chat room with another
individual in real time over the Internet if both of
them are using the same service. Users can ini-
tiate chat sessions with other people in their bud-
dylist. IM technology lets users communicate across
networks, in remote areas, and in a highly pervasive
and ubiquitous manner. Industrial and governmen-
tal organizations are very interested in understand-
ing the nature of broad knowledge-sharing networks
that exist within their organizations. IM communi-
cation is fast becoming a standard platform for such
networks (Teredesai, A., Resig, J., Dawara, S., &
Homan, C., 2004). To preserve the privacy of IM
users, neither the connectionist data consisting of the
user’s buddylist nor the content of the chat-sessions
was collected. Consequently, any modeling has been
restricted to user status logs which are made pub-
licly available as traffic data through open standards.
Also, this anonymized IM network status-log data is
publicly available (imscanwebsite 2006).

This article is further divided into the following
sections. Section 2 talks about related work in Social
Network Analysis, section 3 provides the theoretical
background and introduces key concepts. Section 4
gives the formalization for the general model, section
5 introduces a variant of the current model that can
be used to study fads. Finally experiments and con-
clusion are covered in sections 6 and 7 respectively.

2 Related Work

The field of social network analysis has been gaining
tremendous importance in recent years. The scale-
free nature of the link distribution in the World-Wide
Web indicates that collective phenomena play a previ-
ously unsuspected role in the development of the web.
While earlier formalization and modeling was on ran-
dom graphs, Albert et al note that we need to look
beyond the traditional random graph models to gain
a better understanding of the web’s topology in order
to design effective strategies for making information
widely accessible (Albert, R., Jeong, E., & Barabasi,
A-L. 1999). One can expand the question and ask, Is
the same true of large scale social networks such as
IM networks? Thus, the question of information dis-
semination is strongly linked to the study of changes
in network topology and vice-versa.

Prior to our attempt, Kautz et al attempted to
model the dissemination of information in social net-
works using collaborative filtering techniques and
adopted a simulation approach to validate the re-
sults (Kautz, H., Selman, B.& Shah, M., 1997). Our
current work is along a similar vein, although the
setting and the nature of our network puts differ-
ent constraints in modeling and formalization. An-
other interesting area where our current research can
be extended is to address the problem of discovering
connection subgraphs as networks evolve over time.
Previously, Faloutsos et al. (2004) provided a fast
algorithm for discovery of connection subgraphs for
static networks. Given the discrete nature of IM Net-
works, Faloutsos’s fast algorithm can be implemented
at each time-step iteratively to determine the change
in the connection subgraphs. This can lead to dis-
covery of change points or prominent events within
the social network evolution. Our network model is
based upon the work by Moore and Newman (2000)
which was itself built upon a previous work by New-
man and Watts (1998). Watts and Strogatz (1998)
developed a small-world model where any two indi-
viduals in the network have only a small degree of
separation between them. Moore and Newman used
a variant of this model to study disease transmission

in small-world networks. In this paper we use the
Moore and Newmann’s model as a basis for our mod-
els and experiments.

Karp et al. studied epidemic algorithms for the
lazy transmission of updates to distributed copies of
a database (Karp, R., Schindelhauer, C., Shenker, S.
& Vocking, B., 2000). Kempe et al. explored gossip
protocols to study the dynamic behavior of a network
in which information is changing continuously over
time (Kempe, D., Kleinberg, J., & Demers, A., 2003).
These attempts are noteworthy but the scope of our
paper is different since we are more interested in mod-
els for information dissemination.

3 Theoretical Background

Watts and Strogatz (1998) developed a small-world
model where any two individuals in the networks
only have a small degree of separation between them.
Moore and Newman used a variant of this model
to study disease transmission in small-world net-
works (2000). In this paper we use a variant of their
model as a basis for our modeling. Moore and New-
man’s network can be constructed as follows: Con-
sider a k dimensional lattice. For simplification con-
sider k=1. Each vertex in the network is connected
to all its neighboring sites. Any two different are then
randomly connected with an edge. The process is con-
tinued until a small world network is obtained. The
proof that this network is a small world network is
beyond the scope of this paper and is discussed by
Moore and Newman.

As stated earlier a major difference between an IM
network and traditional networks is that in the IM
networks any arbitrarily chosen node in the network
cannot be always be assumed to be an active partic-
ipant in the network. This is so because the person
corresponding to the node may go offline, thus effec-
tively severing all links with its neighbors for the time
period that she is offline. In the case of the spread
of infectious diseases this is akin to an infected per-
son being physically absent and thus leaving the social
network and then rejoining later. In IM networks this
situation happens fast enough and often enough to be
noticeable even in small intervals of time. In our net-
work this situation is reflected by IM status changes.
The following concepts will be useful in studying in-
formation dissemination in dynamic online social net-
works.

Susceptibility: We define susceptibility σ as the
probability that an individual exposed to a meme will
be infected by the meme and will herself become a
’carrier’. Given any subject or topic, people with dif-
ferent backgrounds are likely to have varying opinions
on the subject. A person usually adopts a meme if it
conforms with the world view that the person already
holds. It is also possible that memes can change its
state during transmission but in the current scenario
we assume that the memes are fixed. In the current
context, a higher probability for σ denotes that the
new piece of information conforms well with views a
person already hold. On the other hand a low prob-
ability would imply the opposite. To reflect this situ-
ation each node in our network is assigned a random
value between 0 and 1 for, susceptibility σ.

Transmissibility:We define Transmissibility τ as
the probability that whenever two nodes A and B
come into contact, and A is already infected, then
the meme will be transmitted to B.

In an ideal network (there is only one status
i.e., the transmissibility will be perfect for all individ-
uals since everyone will want to share the information
with all their neighbors. However, in our model which
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more closely mimics a real IM network, transmissibil-
ity depends upon the agent being active or inactive.

Status: The status st of an IM user at time t
is an element of the set {sonline, sidle, saway, soffline}
which can be mapped to active and inactive nodes
{1, 0}.

Origin: The node from which the meme origi-
nates will be referred to as the origin.

Active Node: A node at time t is said to be
active if the corresponding user is online.

3.1 IM Network as a Graph

Consider a network of IM users represented by V
nodes, let the links between the IM users be repre-
sented by the edge-set E and let A be the set of users
who have adopted the meme.

At the beginning of the experiment one of the
nodes, say vB is chosen at random and is flagged as
a carrier. vB will henceforth be referred to as the
origin. The node vB is then placed in the set A and
all its neighbors are selected and the meme is said to
be transmitted from vB to a neighbor vC if the joint
probability p(C∩B), described in section 4, is greater
than a predefined threshold T. The joint probability
is given by equation ( 1):

p(C ∩ B) = p(C|B).p(C) (1)

p(C ∩ B) = p(B).p(C) (2)

For the next iteration and all subsequent iterations
the elements of set A are selected and an attempt is
made to transmit the meme to their respective neigh-
bors until the network gets saturated with the meme
or all subsequent transactions result in a probability
that is less than or equal to the threshold.

Figure 1: Proliferation of a meme in the network
over four iterations. The gray nodes represented are
flagged nodes while the nodes with red bars are inac-
tive.

4 The General Information Dissemination
Model

Now we consider the question that at time t what
would be the number of nodes reachable from the ori-
gin? In other words, how many nodes will be infected

at time t. This quantity can be termed as reachabil-
ity. The set of such agents would form a subgraph
R. Consider the ideal case where transmissibility and
susceptibility are perfect i.e, equal to one. In this case
the number of iterations required to saturate the the
network with the meme would be equal to the eccen-
tricity of the origin (initially flagged node). This is so
because after t iterations, all the nodes with distance
≤ t will be reachable in an ideal network and eccen-
tricity just defines the maximum distance between the
origin and any other node in the network. In the best
case scenario, where eccentricity is equal to radious,
reachability would be equal to the radius of the net-
work while in the worst case it would be equal to the
diameter of the network when eccentricity would be
equal to the diameter. In the ideal network, at time
t, the set R would be equal to A since the probabil-
ity for the transmission of the meme would be either
equal (when T =1 ) to or greater than the threshold.
For the ideal case, after t iterations, At can be given
as:

At = { vt : vt ∈ V, d(vt, v0) ≤ t} (3)

Let ηi be the set of neighbors of vi ∈ At such that
ηi = {x : x /∈ At, d(x, vi) = 1} then At for the ideal
case can also be given as:

At = At−1 ∪

(

k
⋂

i=1

ηi

)

(4)

Let us now consider the generalized case where the
susceptibility is different for each agent and the trans-
missibility changes with time. In the case of the IM
network the transmissibility is given by the status of
the user. Let the paths between node A and B be
represented by ρ(A, B) then for the generalized case,
if i is the iteration then At can be given as:

At =

{

vt : vt ∈ V, d(vt, v0) ≤ t,
∧vt ∈ ρ(v0, vi), Ti ≥ T

}

(5)

Equation 4 morphologically remains the same with
the difference that ηi = {x : x /∈ At, d(x, vi) =
1 s(i−1)t = 1} Consequently the set At of users who
have adopted the meme at time t will be different
for the ideal case and the IM case, specifically:
AIM ⊆ AIDEAL.

Now we consider the question that given a ver-
tex vt and the origin, what is the probability that
after t iterations vt will also be infected? To avoid
cumbersome notation we introduce the notation
αit such that at time t, αit is 1 if vit ∈ At, and 0
otherwise. Hence αit represents all the nodes that
are in At at time t. Since the transmissibility τ and
the susceptibility σ are independent of one another,
the probability ait

that at time t node vi will be
infected with the meme can be given as:

ait
= τit

.σit
(6)

The above equation is however an oversimplification
since it does not take into account the state of the
neighbors of the node or even the rest of the network.
This can be remedied as follows. Given any two nodes
vi and vj , the probability of transmission or infection
from vi and vj is a conditional probability as defined
above and also depends upon the set of paths between
vi and vj . First consider the simplest case where v0
and v1 are neighbors, then the probability that at
time t, v1 has been infected can be determined as:

p1t
= max(α1t

, a1t
.a0t

) (7)
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Now consider the more complex case where two paths
from v2 to v0 via v1 and also via v3 and there are four
nodes v0, v1, v2, v3 then:

p2t
= max(α2t

, a2t
.a1t

.a0t
, a3t

.a2t
.a0t

) (8)

Now consider the generalized case where there are n
paths from any vertex to any other node, then the
probability is given by:

pnt
= max

{

αnt
,
∏n

i=1 ρ1it
,
∏n

i=1 ρ2it
,

. . . ,
∏n

i=1 ρ(n−1)it
,
∏n

i=1 ρnit

}

(9)

Equation 9 gives the probability that after t iteration
the node vn will also be a infected. Notice that in case
of the IM Network many of the path are invalidated
if one or more corresponding users of the network in
the path ρi are offline when the meme is supposed to
reach them. Now we consider the question, how does
the connectivity of the network affect the acceptance
of the meme in the network? First we enunciate the
following definitions:
Articulation Node: is a node whose removal from
a graph disconnects the graph.
Separate: A set of nodes (or edges) of a graph G is
said to separate two nodes u and v of G if the removal
of these elements from G produces a graph that lie in
different components.

Menger’s Theorem: Let u and v be non-
adjacent nodes in a graph G, then the minimum num-
ber of nodes that separate u and v (Let M be the set
of such nodes) is equal to the maximum number of
disjoint paths in G.(Weisstein 2006)
Consider a graph which is defined by the nodes and
the corresponding edges that are reachable from the
origin v0 at time t, for the IM Network. After each
iteration, the number of cliques or components can
increase, decrease or remain constant depending the
number of agents who are offline. Alternatively the
topology of the network can even become like a dis-
connected graph if many users go offline. Hence the
number of nodes that are reachable from the origin
v0 may change since there could be multiple paths of
length t connecting the origin and other nodes. Ad-
ditionally the user who goes offline is represented by
a cut node or a set of such nodes S which could sepa-
rate many other nodes and thus effectively changing
the number of nodes that are reachable from R.

In the context of the IM network, Menger’s Theo-
rem implies that the number of disjoint paths between
different nodes change as the topology of the network
changes. Consequently the probability of transfer di-
rectly depends upon the minimum size of set M. This
can be illustrated by considering the case where the
size of M is small and the IM users corresponding
to the elements of M go offline before they are in-
fected by the meme. Thus all the nodes from the
uninfected part of the graph that are connected by
these nodes to the infected side are effectively dis-
connected from the infected side of the graph. Even
if one has a large graph one can still end up in a
similar situation. This can be illustrated as follows:
Consider a nodes vi and suppose that S exists, then
forx : x ∈ M, x /∈ At ∀ t ≥ d(v0, vi) we get pit = 0.
Hence having a highly connected node (hub) in the
u-v path is not sufficient to ensure that most of the
nodes are infected in a timely manner. This leads
to the conclusion that the time at which the hubs go
offline or comes online is equally crucial.

5 The Fads Model

One of the assumptions made in our model is that any
node that is successfully infected by a meme will al-
ways remain infected. If this assumption is dropped

then the afore described model can be modified to
study ”fads” as well. A fad or a ”craze” can be de-
fined as a meme such that the meme no longer has
a binary value of 1 or 0 but can take a whole range
of values. However the value associated with a fad
decreases over the course of time unless the node is
re-exposed to it. Two variants of the Fad model are
considered: The first case is the one in which just as
in the original model a node can infect all of its neigh-
bors. In the second case the chance of a fad spreading
decreases if it an node is reexposed to it. Addition-
ally the assumption is made that the decay rate of
the fads decrease even when the node is inactive.

When a node is exposed to a fad, the value of
the fad is initially set to 1. However the passage of
each iteration in which the node is not reexposed to
the fad causes the value associated with the fad to
decrease by a specified decay rate. It should be noted
that a decay rate of 0 is equivalent to the original
information dissemination model. If the fad’s value
for a particular node drops to 0, that node will stop
exposing others to the fad. Additionally fads decay
even when the user is not online. If d is the decay
rate then the value of a fad after i iterations can be
given as:

f = max(1 − d.(i − k), 0), 0 ≤ k ≤ i (10)

where k is the last iteration when the node is reex-
posed to the meme. The two versions of the model
are described below:

Fixed Transmission Case: In the fixed transmis-
sion case, the value of a fad does not affect its trans-
missability. The assumption from the original model
that an infected node will always expose each other
node it comes in contact with to the fad is maintained.

Weakening Transmission Case: In the weakening
transmission case, a node is no longer guaranteed to
expose every node with which it communicates to the
fad. Transmission is instead a random event whose
probability is equal to the fad’s value in the currently
infected node. Each neighbor node of an infected
node has an equal chance of getting infected at each
iteration.

6 Experiments

We conducted a series of simulation-based experi-
ments to recreate the process of evolution of a social
network i.e., how information disseminates in such
networks and how fads get proliferated in such net-
works.

Figure 2: The average results for an actual network
for the actual data and random data for a small world
network.

6.1 Dataset Overview

The IM status-log data was used as a base for de-
termining the transmissibility of the nodes. Thus an
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IM user was randomly assigned to a node and the
status of the IM user was used for driving the sim-
ulation at each interval. The annonymized dataset
used in these experiments was collected by Teredesai
et al.(2004) Each user is given a unique identifier in
place of their actual screen name.

Figure 3: The average results for an ideal and a actual
network for a small world network.

6.2 Results for the General Model

In order to compare IM stats in controlled data vs
random behavior of agents we conducted additional
experiments. A few comparisons of these experiments
are described in figure 3 which gives the average re-
sults for 100 runs for the ideal network and the ac-
tual network for a small world network. It is clear
from the figure that the ideal network quickly reaches
the saturation point while it takes longer for a actual
network to get saturated and the infection is slower.
This should not come as a surprise since the situation
is analogous to what happens in real life i.e., even
though the graph indicates that there is a tipping
point, the idea is not readily adopted by everyone in
the network. Additional experiments were performed
to contrast the results for IM status driven data vs.
randomly generated data to see if the results obtained
from the previous experiments were not artifacts of
the experimental arrangement. Some of the represen-
tative results of these experiments are given in Figure
2.

Figure 4: Fixed Transmission Results, varying decay
rates.

In is interesting to note that the simulation with
randomly generated status data converges earlier as
compared to the actual IM Status data. Given this
behavior, it is conjected that while the offline/online
usage patterns exhibited by IM users are somewhat

Figure 5: Weakening Transmission Results, varying
decay rates.

fixed that leads towards an early saturation, the ran-
domly generated allows those nodes to infect others
that would otherwise be offline most of the time. The
results also indicate that the status of the IM users is
not completely random.

6.3 Results for the Fad Model

A dataset of 996 randomly chosen IM users was used
for this series of experiments. Representative results
from these experiments and some observations are
presented below.

6.3.1 Fixed Transmission Case

The fixed transmission case shows that the count of
infected nodes tends to level off at a position lower
than the ideal. The leveling-off point comes earlier
as the decay rate increases. Higher decay rates also
begin to produce sinusoidal-looking curves in the in-
fection count. It could be conjectured that this phe-
nomenon could be mimicking the daily cycle of users
going offline during the night. The conjecture is in
line with the intuition that fads go in and out of vogue
not only depending upon how actively interested peo-
ple are interested in them but also how much cost they
can incur. With very high decay rates, we see that
the average infection count begins to slowly drop off
after an initial peak. The dataset does not, however,
extend far enough in time to allow us to determine if
this is another cyclical variation or a permanent loss.

6.3.2 Weakening Transmission Case

It is observed that in the weakening transmission
model the network behaves similarly to the original
information dissemination model for low decay rates.
However the final count of infected nodes is less as
compared to the original model if the infection rates
are set high. For very high values the initially infected
node does not even maintain the fad long enough to
infect many of its neighbors thus causing the total
count of infected nodes to rapidly fall to 0.

7 Conclusion

In this paper we presented a formal framework to un-
derstand information dissemination of fads and non
fads in dynamic online social networks. We developed
a basic models based on probabilistic interaction be-
tween IM users. It was observed that the dissemi-
nation of information in a dynamic network depends
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upon the level of participation of the nodes in the
network. We compared this process for a real world
IM Network and an Ideal IM Network where all the
users are online most of the time and readily accept
an idea when they come across it. It was discovered
that not only the connectivity of some of the nodes
(hubs) determine how fast the meme is proliferated
but also the time-span in which the corresponding
person is online or offline. Another important factor
in proliferation is the size of the set S as defined in
Menger’s Theorem. It was also observed that after
initial quick proliferation the extent of proliferation
of fads is periodical in nature. In conclusion, there
is significant scope and need for developing effective
models to study the spread of information in online
social networks and we formulated two such models
for the IM based social networks in this paper.
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