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Foreword 

The Australasian Data Mining Conference series, initiated in 2002 and known as AusDM, has 

become the annual flagship event of the data mining and business analytics researchers and 

industry practitioners in the region. The conference series has a unique profile in nurturing 

this joint community. The first and second edition of the conference (held in 2002 and 2003 in 

Canberra, Australia, in conjunction with the 15th Australian Joint Conference on Artificial 

Intelligence and the Congress on Evolutionary Computation, respectively) attracted 

participants from Australian industry, academia, and research institutions and centres. These 

meetings facilitated the links between different research groups in Australia and industry, 

evidenced by the initiation and creation of the Research Network on Improving Australia's 

Data Mining and Knowledge Discovery Research (which received seeding support from the 

ARC), and the Institute of Analytic Professionals of Australia. It also strengthened the 

interconnections between researchers in academia and research organisations, and industry 

practitioners, who utilise data mining techniques in various business case studies, evidenced 

in the program of PAKDD2004 in Sydney.  

Nowadays data mining efforts have gone beyond crunching databases of credit card usage or 

retail transaction records. As the data mining technologies are a core part of the so-called 

“embedded intelligence” in science, business, health care, drug design and other areas of 

human endeavour, consistent methodologies and reliable implementations are becoming 

critical to the success. This year AusDM continues to build on these trends, looking at the 

practice of data mining and business analytics. The conference looked specifically at working 

solutions and their real world implementations.  

The conference received 43 submissions. We would like to thank all those who submitted 

their work to the conference. In an attempt to accommodate all valuable works, 21 

submissions have been selected for publication and the presentation program has been 

extended to two days. AusDM follows a rigid blind peer-review process and ranking-based 

paper selection process. All papers were extensively reviewed by at least three referees drawn 

from the program committee. Accepted works have been grouped in five sessions and 

allocated equal presentation time slots.  

Special thanks go to the program committee members and external reviewers, for the final 

quality of selected papers depends on their efforts. The AusDM review cycle runs on a very 

tight schedule and we would like to thank all reviewers for their commitment and 

professionalism. 

Last but not least, we would like to thank the organisers of AI 2004 and Complex 2004 for 

hosting AusDM.

Simeon, J. Simoff and Graham J. Williams 

December 2004 
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This paper presents an analysis of the structural stability of decision trees built 

using the Consolidated Trees’ Construction algorithm (CTC) when subsampling 
techniques are required (class imbalance, non-uniform cost, etc.). The CTC algorithm, 
opposite to other algorithms that work with many subsamples (bagging, boosting), 
induces a single tree, therefore it does not lose the comprehensibility of the base 
classifier. A measure of similarity between two induced concepts (tree’s structures) 
will be used in order to evaluate the structural stability of the algorithm. The structural 
analysis done proves that the algorithm has a steadier behaviour than C4.5 [15], 
obtaining this way a steadier explanation. In this paper the main focus is done in 
showing how the trees built with the proposed algorithm tend to become more similar 
when the number of subsamples used to build them increases. In some domains, they 
converge to the same instance of tree even if the used subsamples are totally different. 

The discriminating capacity of the CTC algorithm has already been evaluated in 
previous works [13],[14]. These works show that the classification trees generated 
using the new algorithm achieve smaller error rates than  the ones built with C4.5, 
giving this way a better quality to the explanation.  
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 CTC C4.51 R.Dif C4.5u R.Dif C4.5n_r R.Dif CTC C4.51 C4.5u C4.5n_r 

Breast-W 5,89 6,30 -0,06 7,10 -0,17 6,03 -0,02 2,90 1,71 19,17 1,93 

Heart-C 22,33 23,92 -0,07Ŧ 27,38 -0,18Ŧ 23,42 -0,05 6,87 1,43 16,30 3,24 

Hypo 0,76 0,79 -0,04 1,26 -0,40Ŧ 0,73 0,04 4,17 2,67 24,30 3,49 

Lymph 18,27 21,12 -0,14Ŧ 25,00 -0,27Ŧ 18,06 0,01 8,90 2,22 18,50 3,62 

Credit-G 26,97 27,75 -0,03 31,90 -0,15Ŧ 27,80 -0,03 14,00 2,34 40,97 4,87 

Segment210 10,80 11,98 -0,10Ŧ 10,41 0,04 10,88 -0,01 5,03 2,09 10,43 3,00 

Iris 4,23 6,38 -0,34Ŧ 6,02 -0,30 5,35 -0,26 2,67 2,05 5,53 3,46 

Glass 29,18 32,04 -0,09 29,00 0,01 29,25 0,00 7,37 2,65 15,60 7,40 

Voting 3,36 4,18 -0,20Ŧ 4,59 -0,27 3,44 -0,02 4,60 2,19 22,13 3,75 

Hepatitis 19,30 20,45 -0,06 20,92 -0,08 18,66 0,03 3,17 0,84 11,93 3,06 
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Average 75% 14,54 15,63 -0,08 16,58 -0,15 14,78 -0,01 8,52 3,26 23,71 5,62 
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  5 10 20 30 40 50 5 10 20 30 40 50 

Breast-W 61 84 89 91 94 100 100 73 73 86 88 86 86 
Heart-C 13 24 35 47 54 63 59 13 20 30 35 44 43 
Hypo 56 73 77 83 95 98 99 46 55 57 56 57 58 
Lymph 32 64 78 90 94 94 94 63 68 76 80 77 82 
Credit-G 8 14 18 28 36 28 44 11 15 21 25 28 29 
Segment210 20 27 35 41 37 37 43 27 32 41 56 60 42 
Iris 70 81 85 85 85 78 91 64 68 78 70 75 83 
Glass 15 21 24 29 31 31 31 21 30 35 41 27 39 
Voting 54 76 93 98 94 92 98 52 59 67 69 70 69 
Hepatitis 16 33 44 49 46 70 52 19 26 35 38 48 43 
Soybean-L 32 45 51 62 65 58 60 52 57 62 67 79 71 
Sick-E 46 53 56 63 68 69 70 17 16 16 19 21 24 
Liver 7 9 13 20 27 27 28 7 11 20 26 33 30 
Credit-A 23 28 33 39 47 53 62 18 24 28 36 41 45 
Vehicle 14 14 17 20 19 24 19 17 20 23 23 32 35 
Breast-Y 19 39 45 54 68 87 77 27 43 51 55 59 59 
Heart-H 23 31 38 40 62 62 65 30 27 37 35 44 45 
Segment2310 29 36 37 42 47 45 51 33 38 46 42 49 56 
Spam 5 9 10 14 13 12 18 6 9 11 12 12 11 
Faithful 18 30 39 33 39 35 18 7 7 9 11 15 7 

Average  28 40 45 51 56 58 59 30 35 41 44 48 48 
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Cluster3 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,10 0,00 
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Abstract 

The Scamseek project, as commissioned by ASIC has the principal objective of building an 
industrially viable system that retrieves potential scam candidate documents from the Internet 
and classifies them as to their potential risk of containing an illegal investment proposal or 
advice. The project produced multiple classifiers for different types of data, and achieved 
higher than expected performance statistics on classifications. The development of the system 
required the solution of two major problems in document classification, namely accurate 
identification of classes with very small footprints, <.1%, and classification using meaning 
intention rather than word strings. The approach taken used Systemic Functional Grammar to 
model the semantics of the scam classes and used unigrams with significant language pre-
processing to assist in separating irrelevant documents. Litigations have been initiated by 
ASIC from classifications made by the system1. ASIC operates the system on a 24/7 basis. 
The estimate of savings in human effort in its monitoring role is the order of 100-fold. The 
estimate in savings to the community cannot be estimated readily but is likely to be of the 
order of tens of millions of dollars. 

1 Introduction 

Text Classification has a tradition of treating documents to be processed as a “bag-of-words” or n-grams, 
that is, the words or word groups within a text are treated as independent and uncorrelated with each other. 
Such a model of language is exceedingly simple but has been proven to satisfy many researchers. 

The Scamseek project has sought to separate itself from the bag-of-words tradition of text classification. 
In particular the model of language used in the project was Systemic Functional Grammar (SFG) [1]. This 
model takes the position that language usage is a matter of choice set in a configuration of hierarchically 
layered strata of graphetics, graphology, lexicogrammar, semantics and context. Systemic grammar is a 
network of “systems” that interact with each other rather than a set of rules as with generative grammar. 

In computing classifications, texts of a given class, apart from a small number of very common topic 
words, are more closely related by the minute intricacies of a weak network or chains of correlations that 
persist at low levels across small sub-sets of the class and the persistent meaning they represent, rather than 
by large persistent clusters of resoundingly dominant word sets that trumpet the presence of their class. In 
this case, the use of SFG states that the social context of the text’s composition dictates choices of meaning 
intentions which in turn influences the form of the text. The linguist’s task is to make sense of the decision 
making process and render it in a manner that might be suitable for computation. The computational 
linguist then has to convert the linguist’s model into a computable representation in the context of his target 
analytical methods which in this case is the procedures of machine learning. 

                                                
1 See ASIC Media Release 04-178: Grammax Investment Club operating unlicensed investment club is 
believed to have moved over $10M overseas in the prior year. 
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2 Scamseek Project Specifications 

The Scamseek project was devised in two stages. The first stage had the aim of producing a production 
system for retrieving and classifying web pages. The client provided a manually classified corpus of about 
8000 documents. The delivery time was 6 months from project commencement. The project team consisted 
of 1 linguist, 1 computational linguist and 3 software engineers.  

The second phase ran for 9 months to 30 June 2004 and had the objectives of improving the accuracy of 
the web page classifier and the development of new classifiers for a number of other Internet data types. In 
Phase 2 the contract had more data sources to be scrutinized, entity recognition and performance 
requirements, plus in each case retrieval mechanisms had to be developed and for one source the corpus
had to be compiled. The team was expanded with another linguist and computational linguist. Other part-
time staff and consultants also made contributions.

3 Project Operations 

The Scamseek team was set up with a clear operational model that was effective throughout the life of 
the project, but adapted as work patterns developed to maturity. The operational model represented the task 
as consisting of 4 groups with different job functions; the client, linguists, computational linguists, and 
software engineers. The client was in contact with the linguists to deal with the classification of data. The 
linguists had the task of preparing the linguistic models of the data and passing that to the computational 
linguists who in turn had to prototype computational methods to compute the language models and devise
machine learning experiments to optimize the classifiers. The computational linguists would pass their
prototype code to the software engineers for efficient industrial quality implementation. This configuration 
operated effectively throughout the project development phases.  

4 Computational Linguistic Research Topics 

4.1 Linguistic vs. administrative classes 

One of the early problems to emerge with the project requirements was the difference between the 
classification scheme of the client designed to conform to an administrative perception, that is, there are 
three types of scam under the law (unlicensed advisors, unregistered fundraising, and share ramping), and 
the linguistic manifestation of those three types. After a significant amount of linguistic analysis a set of 
registers (scam document sub-types based on their linguistic characteristics) were created representing 
subdivisions of the 3 scam types. This configuration was changed a number of times and expanded in phase 
2 when the client opted to create different subdivisions in the data. The 3 scam types were treated as 1 
document class with sub-classes or registers and the remaining part of the corpus was classified by the 
client into three more classes, Other-Agency-Scams, Scam-like and Irrelevant. These classes were also 
divided into registers to capture the linguistic variation within the classes. In all, over 50 registers were 
created with more than 20 in the scam class. 

4.2 Linguists’ compilation procedures 

The linguists conducted their work by a two part strategy. Firstly they read the documents and collated 
them into registers and at the same time created register descriptions. In the latter stages of the work the 
linguists were able to scrutinize documents that were incorrectly classified and attempt to adjust their 
ontologies for both the register of the misclassified document and the register it was computed to belong to. 

4.3 Specification of linguistic model 

From the outset a decision was made to use a strong linguistic model to govern the direction of the work. 
This position was taken because the problem of identifying specialist content very thinly distributed and 
written in a particular manner was not believed accessible automatically by any other strategy. 

The development of the linguistic model of the registers went hand in hand with the creation of the 
registers. The linguists read the documents and developed small scale characterizations of them. As the 
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work developed documents of similar ilk were paired together until all scams were assigned to a register 
and described for their features of differentiation and “scaminess”.  

It was decided to represent register descriptions in an ontology rendered by XML. The upper part of 
these ontologies conformed to the SFG grammar as generally published, and the lower part is an ever 
increasing delicate rendition of the detail of the relevant content in the documents of the register. An 
objective of the work that was never achieved was the capacity to view a document and render it with an 
overlay of a register ontology and allow the linguists to do their extraction directly from the document 
image on the screen rather than their laborious hand collation. 

The register descriptions and allocations resulted in a final list of  more than 20 scam registers and 40 
other registers spread across the 4 classes. At the same time the linguists with increasing understanding of 
the nature of the corpus advocated that greater amounts of the most structural components of the SFG 
model needed to be introduced into the assessment. Hence, the SFG networks for specific grammatical 
concepts were introduced as separate ontologies. 

4.4 Small footprints of target classes 

The scam class as a whole represented less than 2% of the corpus in phase 1, however with the 
development of the register model of the data there became registers with sizes <.1%. This represented
significant problems with underrepresented classes and led to an experimental program to alleviate its
effects. In phase 2 the client changes doubled the size of the scam class, however it also triggered a need to 
redevelop the whole set of scam registers to disperse a heterogeneous register into a homogeneous set. This 
also caused more small registers to be created and thereby not particularly improve the overall problem of 
the small footprints of registers.  

Ultimately the small footprint problem was resolved by the development of the SFG ontologies for each 
register. The amount of effort spent on each individual register was related to some degree to the difficulty 
of separating it from other registers and therefore de facto addressed this problem.  

4.5 Hybrid Language Model 

The linguistic model can be considered to be designed in two parts. The first part was the register 
descriptions of the most important subdivisions of the corpus either on client needs basis, the scams, or for 
processing efficiency, that is, the largest groups of non-scam documents. The second part was the 
collection of all the non-scam classes and the completely irrelevant material which was the largest class 
(about 60%). These parts were in turn grouped into the four classes of the client. The task required was to 
develop classifiers for the major classes as well as the scam registers. The solution chosen was to develop 
ontologies for separating registers and use an n-grams approach to support the separation of the larger 
classes. This lead to multiple lines of experimentation, namely, developing language processing functions 
for the ontologies, exploring the optimum feature selection for the classes independently of the registers, 
and, finally bringing the two solutions together to construct a combined classifier. 

The SFG ontologies consisted of words and phrases from the texts organised in an SFG hierarchy, the 
upper parts reflect the theory of SFG and the lower parts represent the greater delicacy of the documents 
under analysis. The leaves of the ontologies were initially strings chosen from the texts classified in the 
given register. Over time the ontologies were developed and they became rich representations of the total 
document collection in the respective registers.  

4.6 Machine Learning – Classifier Development Programme  

The program for optimising the classifiers in the first phase concentrated on the problem of developing a 
single optimal classifier for web pages. In phase 2 separate classifiers were required for each data source 
and so experiments followed multiple strategies for all sources. SVMs were quickly identified as the best 
classifier for the data set. 

Investigations were made of the selection of features from the collection of registers vis-à-vis the set of 
classes. While there was a significant overlap in the features chosen by an Information Gain metric there 
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was still an appreciable improvement by using the feature set chosen from the registers in the small classes 
and between the classes in the large classes thus giving a blend of feature selection methods. 

Selection of features from register ontologies required an extensive series of experiments. The register 
ontologies performed well independently of other feature sets once they were developed to a very mature 
stage. Later the four grammatical ontologies were added which made various levels of contributions in 
intriguing ways. For example the Modality grammatical ontology performed particularly poorly by itself on 
some occasions classifying no documents correctly, yet when it was added to other models it consistently 
improved their scores. This result indicated clearly that there is an interaction effect within the grammatical 
ontologies that exploits a weak correlation not recognizable within the individual systems themselves. It is 
their union with other systems that created their strength. This result is entirely predictable with the SFG 
model of language and further justifies its use for this task. 

4.7 Mapping features to attributes. 

We use the terminology of feature for the linguistic phenomena that is the target of interest, and attribute

for its numerical instantiation, and mapping for the computational transformation of the frequency count of 
the feature into its attribute representation. This distinction is unimportant for n-gram methods as the 
difference between features and attributes is inconsequential since the mapping transformation is trivial. 
This position cannot be taken in our work as the mapping transformation is different depending on the 
theoretical origin of the feature. 

Feature representation for the ontologies was created by accumulating scores up the ontology tree. SFG
in principle argues that the language is choice and therefore the important aspect of understanding the 
difference between two texts is the choice made by the authors. Hence by this principle the relative 
proportions of the choice to use one part of the tree over another should be the best differentiating feature. 
This is the case for the grammar ontologies but however does not apply to the register ontologies. The
reason is that the register ontologies represent the most common semantic phenomena of a given register 
type, rather than choices between competing ways of expression. Hence, the attributes of domain register 
features are mappings to accumulative scores which are unnormalised, and grammar register features are
mapped to proportional scores, whereas the n-gram word tokens are frequency counts normalized by 
document length. 

5 Software Engineering Issues 

5.1 Regulating experimental practices. 

In the background, the engineers created an architecture that was intended to automate as much as 
possible the roll-out of the production system. As the production system required the use of the specific 
language processing methods and parameters of the very best machine learning experiment, the 
experimental programme had to be fully integrated into the engineers’ software production process. Hence 
all computational linguists were coerced by the engineers into producing their code within the CVS system. 
This ensured that all the computational linguists’ code was designed, at least architecturally, to fit the 
current production system.  

5.2 Automatic roll-out of production classifiers. 

The integration of the computational linguists work into the CVS system ultimately enabled the complete 
automatic generation of the production system merely by supplying the number of the experiment which 
had produced the “best” classifier. With this number all the language models, all the language processing 
code and all the background system code (database schema, user interfaces, data retrieval, etc.) were 
automatically assembled into a single system for shipping to the client.  

5.3 Use of Open Source Software 

The project used open source software for all aspects of its operations. The underlying operating system 
was Linux. Programming was in Python and interfaces were constructed using GTK with GLADE and 
CVS was used for code management and Bugzilla used for software revision requests. Postgres was used 
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for database management, and all machine learning experiments used the Weka suite. The only purchased 
software was XMLSpy to manage the descriptions of the SFG ontologies. 

6 Results –Phase 1 

The results of the first phase of the web page classifier for the scam classes as applied to an audit corpus 
have performance values of: Precision=.75, Recall=.41, and F-value=.53 and are to be contrasted with the 
laboratory results of the completed system on the training corpus using 10-fold cross validation of: 
Precision = .74, Recall = .35, F=.48. A baseline of 1000 single words has F=.21. ASIC was entirely 
satisfied with these results and made a commitment to a larger project in Phase 2. 

This corpus was unseen by the development team and made available by ASIC at the time of delivery of 
the system. The processing was conducted by the ASIC staff and the project team was given one week in 
which to request revisions to ASIC’s manual classifications. The Scamseek classifier in this instance 
identified 4 scams that had been manually misclassified by ASIC. 

7 Results – Phase 2 

The results of the second phase of the web page classifier for the scam classes applied to the corpus are 
presented in figure 1. ASIC was satisfied by the performance of the system in phase 1 not to require a
second audit corpus assessment. Figure 1 provides results for 3 separate corpora, web pages as in the phase 
1 experiments, and two other corpora developed for phase 2. The Web Pages result represents the system
delivered to ASIC as of 30 June, 2004. The exact nature of the other corpora cannot be presented due to 
security obligations. The performance figures are determined by 10-fold cross-validation. 

Figure 1. The performance results from the web pages classifier and 2 other 
classifiers for identifying scams on the Internet as delivered to ASIC. 

 Web Pages Corpus 2 Corpus 3 

Precision .744 .850 .852 

Recall .528 .834 .639 

F-value .618 .844 .730 

Scam/non-scam 
texts 

373/6391 686/14831395/13716

8 Conclusions 

The Scamseek project is a success for ASIC in that it is operable 24 hours a day 7 days a week. In its first 
operational run it discovered an activity that has since been taken to the stage of litigation. The estimate of 
savings in human effort in its monitoring role is the order of 100-fold, as previously ASIC had to read 80 
documents to find one of interest they now read 5 documents to find 4 of interest. The estimate in savings 
to the community by bringing speedier detection and intervention of scams cannot be estimated readily but 
is likely to be of the order of tens of millions of dollars. ASIC is not prepared to release all details about the 
technology but has released the following summary statement: “The Scamseek technology is deployed in 
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such a way that any scam proposal on any Internet channel that is generated in Australia or directed at 
Australians is highly likely to come under scrutiny”. 

The research contribution has been significant in that it is the first project that has used Systemic 
Functional Grammar for automated text classification. Solutions to serious problems in practical text 
classification, namely unbalanced classes, and the integration of semantic and n-gram language models 
have also been developed.  

The project has also made a significant contribution to the issues of software engineering in language
technology in that it has shown that computational linguistics research can be performed in the context of 
reaching industrial objectives.  
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Abstract. Current major search engines on the web retrieve too many
documents, of which only a small fraction are relevant to the user query.
We propose a new fuzzy document- filtering algorithm to filter out doc-
uments irrelevant to the user query from the output of Internet search
engines. This algorithm uses output of ‘Google’ search engine as the basic
input and processes this input to filter documents most relevant to the
query. The clustering algorithm used here is based on the fuzzy c-means
with simple modifications to the membership function formulation and
cluster prototype initialisation. It classifies input documents into 3 pre-
defined clusters. Finally, clustered and context-based ranked URLs are
presented to the user. The effectiveness of the algorithm has been tested
using data provided by the eighth Text REtrieval Conference (TREC-
8)[25]and also with on-line data. Experimental results were evaluated
by using error matrix method, precision, recall and clustering validity
measures.

1 Introduction

The amount of information on the Internet has exploded during the past decade
but technologies that allow the full exploitation of the information on the Inter-
net are still in their early stages. Several major search engines on the web retrieve
both relevant and non-relevant material. Then the user has to search manually
for relevant documents by traversing a topic hierarchy, into which a collection
is categorised. As more information becomes available, it is a time consuming
task to search for required relevant information [1]. Even now, users often find
themselves having to wade through several hundred documents in response to
their queries; this situation will only get worse in the future. To bridge this gap
requires new data mining techniques and new processes that can be used for
filtering information from the output produced by the search engines. An effi-
cient and effective information filtering system can help users of the Internet to
control inflow and satisfy their information needs [2].

In practice a user query may not be precisely defined. To deal with this
ambiguity, it is helpful to introduce some ‘Fuzziness’ into the formulation of the
problem [3]. Fuzzy logic application in information filtering has been used to
obtain successful results for user queries [4],[5].

There has been much new research in the field of document retrieval over the
last ten years. Sugimoto, Hori, and Ohsuga [6] introduced a document retrieval
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system based on Automatic indexing techniques and statistical methods. Wang
and Kitsuregawa [7], Thombros and Rijsbergen [8] used cosine similarity to cal-
culate the similarity of a page with a cluster. In [9] the Jaccard coefficient is
used to measure the similarity of two documents. The fuzzy k-nearest neighbour
algorithm is implemented in [10] to classify documents into predefined clusters.

This research focuses on developing an effective document-filtering algorithm
that classifies documents into 3 clusters, namely: ‘closely related’, ‘related’, and
‘not related’. It uses methodologies based on fuzzy clustering, automatic indexing
and information retrieval techniques [11], [12]. Removal of stop words, stemming
[13], and removal of HTML tags and comments are the initial steps of the process
of assignment of index terms to the input documents. Then a fuzzy document
clustering (FDC) algorithm which is based on the fuzzy c-means algorithm [3,
14] is used to classify input documents into appropriate clusters [15]. Finally
Latent semantic Indexing (LSI) [17] is used to rank documents in the first two
clusters based on their context.

We validate the effectiveness of the document filtering algorithm using data
provided by the eighth Text REtrieval Conference (TREC-8)[25] and also with
on-line data.

2 Web Document Filter

This section describes the modelling steps of the Fuzzy Document Filter (FDF).
The system architecture given in Figure 1 describes the methodological design
of the proposed filtering system. A FDC [15] which is a semi-supervised cluster-
ing algorithm is used to classify documents. Then classified documents will be
presented to the next process (LSI) in which Context- based ranking is done.

2.1 Web Document Extractor (WDE)

The WDE (in Figure 1) uses Perl module WWW::Mechanize to search the Inter-
net using the ‘Google’ search engine. After removing duplicate links (in Process 4
Figure 1) and filtering all the extracted document-links based on the meta-data
that comes along with the links, the documents are downloaded into a tempo-
rary directory. Then all formatted documents (e.g. .pdf and .doc) are converted
to text format. This is achieved by using the FileDetails.pm Perl Module. Files
in this directory are automatically assigned name-tags and document numbers.
These tags and document numbers are used to process these documents. Finally,
details of the tags are mapped into the corresponding links. Off-line processing
is used here to reduce document-accessing time.

2.2 Document Indexing

Each term in a document is then labelled with a document number (di) and a
weight (xi). A web document Xq with n key terms can therefore be represented
as

Xq = ((di, t
q
1, x

q
1) , (di, t

q
2, x

q
2) , · · · , (di, t

q
n, xq

n) , ) (1)
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where

di - is the document number given to each term in document Xq

tqi - is the ith key term in document Xq

xq
i - are the different weights assigned to terms in document Xq

based on their frequencies.
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Fig. 1. Main System Architecture

Selecting Key Terms. Terms with low weights (low frequencies) are removed
from the key term lists that are formed from the documents in the collection.
This is achieved by defining a threshold which is dependent on the size of the
document. The threshold is defined as shown below.

If (Doc-size <= 10 KB) then Threshold=1
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else if (Doc-size >10 KB) and (Doc-size <40 KB) Threshold=2

else Threshold=3

The system then provides two methods to enter another set of n1 key terms
(including initial query or not) that can refine the initial output produced by the
search engine. The system prepares a word list by selecting a few characteristic
terms of high frequency from the top 20 documents in the search engine output.
The user is able to use terms from this list and input n1 terms or the user can
input their own key terms to the system.

3 Classifier Architecture

This section describes the FDC (Process 6) algorithm which is used to classify
documents into predefined clusters, namely: ‘closely related’, ‘related’, and ‘not
related’ which we shall refer to as cluster 0, 1 and 2 respectively . This FDC
algorithm is based on fuzzy c-means (FCM) of Bezdeck [3, 16] with modifications
to the membership function formulation and cluster prototype initialisation [15].
To overcome problems encountered with FCM, a factor swkq was introduced to
the membership function based on the number of user selected key terms ap-
pearing in the feature vector and cluster prototype (see Section 3.1). A further
problem with FCM in application to document clustering [15] is that the result-
ing clusters are affected by the weights chosen to initialise cluster prototypes.
We use evolutionary algorithms to validate an initialisation of weights or cluster
prototype components, see Section 5.1.

3.1 Modified Membership Function

The Factor swkq =
min(nq, nk)

max(nq, nk)
which lies in [0, 1], measures the amount of

overlap between the components of the feature vector and the cluster prototype,
where nq is the number of selected key terms appearing in document q and nk

is the number of components appearing in cluster k. When feature vector and
cluster prototype both have the same number of features then the overlap swkq of
2 vectors is one. In order to make swkq more effective, initially we assign a lesser
number of term-weights into the components of the second and third clusters as
shown below. Note CN=Cluster Number and n1=number of user selected terms.
If CN = 0, initially nk in Cluster 0 = n1. If CN = 1, initially nk in Cluster
1 = int(n1/2)+1. If CN = 2, initially nk in Cluster 2 = int(n1/2). For example,
if a particular document contains all most all the user-selected key terms, then
nq and nk are high in Cluster 0 and the documents will be assigned a higher swkq

in Cluster 0 than in Cluster 1 and 2. By multiplying µFCM
kq with higher swkq we

can assign a higher weight to documents with all the user-selected terms. This
gives higher membership value for Cluster 0, rather than Cluster 1 and 2. The
new membership function can be defined as:
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µnew
kq =

µFCM
kq × swkq

k1−1
∑

i=0

µFCM
iq × swiq

(2)

In classical c-means algorithm membership function is defined as [7]

µFCM
kq =

(

d−2
kq (Xq, Zk)

)1/(p−1)

∑k1−1
k=0

(

d−2
kq (Xq, Zk)

)1/(p−1)
(3)

Where Xq = (x1, ..., xn1) is a feature vector and Zk = (z1, ..., zn1) is a prototype
vector for cluster k, both have dimension n1 . d2

kq(X
q, Zk) represents the Eu-

clidean distance between the feature vector Xq and the cluster prototype Zk. µkq

represents the degree of membership of feature vector Xq in the cluster Zk, p is
any real number greater than 1 [3] [16]. By substituting µFCM

kq in Equation (2)
we have

µnew
kq =







(

d−2
kq (Xq, Zk)

)1/(p−1)

∑k1−1
k=0

(

d−2
kq (Xq, Zk)

)1/(p−1)






× swkq

k1−1
∑

i=0









(

d−2
iq (Xq, Zk)

)1/(p−1)

∑k1−1
k=0

(

d−2
iq (Xq, Zk)

)1/(p−1)



 × swiq





. (4)

3.2 New FDC Algorithm

1. Initialise all membership values (µkj) by using Equation (3). Concept pro-
totypes are initialised before starting the algorithm, see Section 5.

2. Compute the new concept prototypes by using

Zk =

q1−1
∑

q=0

µqkXq where k = 0, · · · , (k1 − 1) (5)

3. Update µℓ
kj to µℓ+1

kj using

µℓ+1
kj =

µ
FCM(ℓ+1)
kq × swkq

k1−1
∑

i=0

(

µ
FCM(ℓ+1)
iq × swiq

)

(6)

4. Set ℓ = ℓ + 1 , if |µℓ+1
kj − µℓ

kj | < ǫ stop; else go to step 2.

Finally the FDC assigns feature vector (documents) to a cluster which has max-
imum membership value in the final FDC results.
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4 Content-Based Ranking

After passing through the classifier, documents in clusters 0 and 1 are presented
to the next process LSI. Latent semantic indexing (LSI) uses truncated singular
value decomposition (SVD) [17-20] to estimate the structure in word usage across
documents and place documents with similar word usage patterns near each
other in the term-document space. LSI starts with a terms (m) by documents
(n) matrix A [17, 19]. LSI uses documents classified into Cluster 0 as training
data. In order to construct matrix A document frequencies (df) of terms in
the training corpus are calculated and terms with df less than predetermined
threshold are removed. These terms that describe cluster 0 are presented to the
user in descending order of importance to reformulate the query. Terms will not
be shown in the list if they appear in less than 20% of the documents in cluster
0.

One of the common and usually effective methods for improving retrieval
performance in vector methods is to transform the raw frequency of occurrence of
a term in a document by some function. Such transformations normally have two
components. Each term is assigned a global weight (G(i)), indicating its overall
importance in the document collection as an indexing term and also transform
the term’s frequency in the document which is called a local weighting(L(i, j))
[17, 18, 21]. We can write Global and Local weighting as,

aij = L(i, j) × G(i) (7)

Results in [18] indicate a log transformation of the local cell entries combined
with a global entropy (1-entropy) weight for terms is the most effective term-
weighting scheme. In Local weighting log(Termfrequency + 1) takes the log of
the raw term frequency, thus dampening effects of large differences in frequencies.
Entropy (Global weighting) is based on information theoretic ideas and is the
most sophisticated weighting scheme. The average uncertainty or entropy of a
term is given by

∑

j

pij log(pij)

log(ndocs)
where pij =

tfij

gfi
(8)

tfij is the frequency of term i in document j, gfi is the total number of times
term occurs in the whole collection, ndocs is the number of documents in the
document collection. Subtracting the quantity in (7) from a constant assigns
minimum weight to terms, which are concentrated in a few documents. Entropy
takes into account the distribution of terms over documents [18].

Next, the matrix A is decomposed by using SVD, into three other matrices
of special form [17], A = UΣV T . This is a form of factor analysis where one
component matrix (U) describes the original row entities as vectors of derived
orthogonal factor values, another describes the original column entities (V ) in
the same way, and third is a diagonal matrix (Σ) containing scaling values such
that when the three components are matrix-multiplied, the original matrix is re-
constructed [17, 21]. The diagonal matrix contains the monotonically decreasing
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singular values of A. the first k columns of U and V matrices and first k (largest)
singular values of A are used to construct a rank-k approximation to A, Ak.

The idea is that the Ak matrix, by containing only the first k independent
linear components of A, captures the major associational structure in the matrix
and throws out noise. In this reduced model, the closeness of objects is deter-
mined by the overall pattern of term usage, so objects can be near each other
regardless of the precise words that are used to describe them, and their descrip-
tion depends on a kind of consensus of their term meanings, thus dampening the
effects of polysemy [18].

In the LSI model, queries are formed into pseudo-documents that specify
the location of the query (q) in the reduced term-document space. The pseudo-
document can be represented by q̂ = qT UkΣ−1

k . Where q is simply the vector of
words in the users query, multiplied by the appropriate term weights in Equa-
tion 7 [17]. Once the query is projected into the term-document space, one
of several similarity measures can be applied to compare the position of the
pseudo-document to the positions of the terms or documents in the reduced
term- document space. The query vector is compared to all document vectors,
and the documents are ranked by their similarity (nearness) to the query. Co-
sine similarity measure between the query vector and document vector is used
to measure the similarity of documents to the user query [17]. According to the
results of similarity measures, links in clusters 0 and 1 are ranked and returned
to the user.

4.1 Choosing the Number of Dimensions

Dimension reduction analysis removes much of the noise, but keeping too few
dimensions would loose important information [17, 18]. The dimensionality of
the feature set needs to be reduced while the maximum amount of information
and pattern in the data set is preserved.

In principal component analysis, the two guidelines for data reduction that
are commonly used in practice, are the Kraiser criterion and the Scree test, [23].
The Kraiser criterion retains only factors with eigenvalues greater than one and
the Scree test use a graphical method to select the number of factors. In this
graphical method plotting eigenvalues it is required to find the place where the
smooth decrease of eigenvalues appears to level off to the right of the plot. We
found Scree test was more effective for this system and wrote a small piece of
code to implement this criteria within the working code of the algorithm, so that
off line calculations were not required.

5 Experimental Setup

This section describes the experimental settings we used to test the clustering
validity of the filtering system. Data provided by the eighth Text REtrieval
Conference (TREC -8) [25] and on-line data were used. Specifically, we used
TREC-8 queries with their corresponding collections and relevance judgements
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supplied by NIST accessors[26]. Sixteen (16) topics from the TREC topics 401-
450 were randomly selected. They were: 402, 403, 406, 407, 410, 412, 414, 415,
419, 420, 425, 427, 429, 430, 431, 436. These topics were then converted into
queries and ran against the TREC-8 web track (small web) 2 gigabyte, 250,000
document collection. For each topic we used a few relevant documents as training
data and the context of the query was built with the training documents. These
words were used to form matrix A in the LSI process. We set the stopping
condition (ǫ) for FDC algorithm as 0.001.

5.1 Solution for Initial Z-Values by Evolutionary Algorithm

As stated previously we found that the resulting clusters were greatly affected
by the initialisation of prototype centers. It was found from experiments that
if we assign higher values to the components of the first cluster prototype we
obtain feature vectors with higher components in the first cluster. We justify
this assumption by the use of evolutionary algorithms as shown below.

An evolutionary algorithm (EA) [30] , is used to learn the initial values for
cluster prototypes. Each individual string in the evolutionary population, is to
uniquely represent the entire set of cluster prototypes (Z-values). This can be
achieved as follows. Each Z-value is uniquely represented by a real number within
the range [0, 1]. The complete set of N, Z-values for all k1 clusters (where k1 = 3
for this application) can therefore be represented as a linear individual string a
row vector of N = k1 × n1 weights,

∼

Z = [
∼

Z1
∼

Z2 · · ·
∼

Zk1 ]

∼

Zk = [zk
1 zk

2 · · · zk
n1

]

where zk
n is a real number in the range [0,1] for n = 1, · · · , n1 and k = 1, · · · , k1.

n1 and k1 are number of components in a cluster prototype and number of
clusters respectively.

The initial population P (0) = {
∼

Z
j

: j = 1, · · · ,M}, where M is the number

of strings (the population size), was determined by choosing the zk
n as a random

real number in [0, 1]. In determining successive populations a full replacement
policy was used, tournament selection with size nT (typically 2 or 4) was used
to select parents in the current generation to produce children for the next
generation. An elitism policy was also used with typically two (2) copies of the
best string from a current generation passed to the next generation.

Mutation (with probability pmutation), was defined as a modified version of
the Michalewicz mutation [30], using pseudo code similar to that below :

mutate=flip(pmutation); /* flip the biased coin

if (mutate){

nmutation= nmutation + 1;

pow=((1.0-padd) * (1.0-padd));

fact=1.0 * (1.0 - power(MyRandom(),pow));

if (flip(0.5))
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perturbation = fact * (lower_bound - allelevel);

else

pertubation = fact * (upper_bound - allelevel);

temp = allelevel + pertubation ;

}

else

temp = allelevel;

return (temp);

where MyRandom() is a procedure to generate a random real number in the
range [0, 1] and for an individual Zj(i), upper-bound is 1, lower-bound is 0 and
allelevel is Zj(i). The value of parameter padd is determined as follows.

paddout=gen_no/max_gen;

if (flip(0.5))

padd = paddout;

else

padd = 0.995;

Classical arithmetic crossover was used to form two children from two parent
strings to be then added to the population in the next generation.

The fitness (objective) function for each string was simply determined as the
objective function of FCM algorithm, [3]. It is

J(U,Z) =

(q1)
∑

q=1

(k1)
∑

k=1

(µkq)
p||

∼

Xq −
∼

Zk||2, (9)

where ||
∼

Xq−
∼

Zk||2 represents the Euclidean distance between a feature vector

∼

Xq and a prototype
∼

Zk, µkq represents the degree of membership of feature

vector
∼

Xq in the cluster
∼

Zk , p is any real number greater than 1 and U =
[µkq] is a k1 × q1 fuzzy c-partition matrix. Here {

∼

Xq : q = 1, ..., q1} is a set
of q1 feature vectors that is to be partitioned into k1 clusters. Feature vectors

∼

Xq = (x1 ... xn1) and cluster prototype
∼

Zk = (z1 ... zn1) have dimension n1,
[3]. The objective function (9) uses the sum over the quadratic distances of the
data to the prototypes, weighted with their membership degrees and it is to be
minimised by the evolutionary algorithm.

The initial population is randomly generated, while ensuring that individual
elements in the chromosome are within the range [0,1]. We set length of the
chromosome (N) as 30 (3×10) allowing the first 10 elements in the chromosome
for initialising components of the first cluster prototype, 11 to 20 elements in the
chromosome for initialising components of the second cluster prototype and 21
to 30 elements for initialising components of the third cluster prototype. From
these 10 elements allocated for each cluster prototype only 3 × n1 components
are used to calculate the fitness of each individual string in the population.

The fitness of each individual was modified to fj = δJ(U,Z), where δ denotes
a scaling factor to increase the small values of J typically 10−3 to values lying
in the range [0 100]. Once the new population is generated, the fitness of the
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new population is evaluated and the fittest individuals are allowed to propagate
through subsequent generations. A cross-over rate of 0.6 and mutation-rate of
0.05 was set. The fittest individual, the one with minimum fitness was examined
after a preset number of generations.

Using the TREC-8 data, as test data, it was found for random initialisation of
the population, that the fittest individual after some a few thousand generations,
yielded Z-values for cluster 0 and cluster 1 higher (in the range 0.5 − 0.8) than
the Z-values for cluster 2 (in the range 0.1 − 0.3).

This analysis justifies our procedure for prototype initialisation, setting val-
ues in cluster 0 and 1, higher than the values in cluster 2. For this research we
set the values for cluster 0 and 1 in the range 0.6−0.8 and for cluster 2, 0.1−0.2.

6 Performance Evaluation

Retrieval effectiveness of the FDF was tested on Google output and the results
were evaluated using, the error matrix method [31] and the two standard mea-
sures precision and recall [11]. The Performance of the FDC algorithm was tested
on TREC-8 data and results were evaluated using precision and recall within the
TREC-8 evaluation, as reported by NIST [26].

Clustering Validity Measures

The Xie-Beni (XB) clustering validity measure has been used here to evaluate
the clustering results. This measures the overall average compactness and sepa-
ration of a fuzzy c-partition. Compactness and separation validity function XB
is defined as the ratio of compactness π to the separation s, [29].

XB = π/s =
σ/N

(dmin)2
=

∑N
i=1

∑N
j=1 µ2

ij ||zi − xj ||
2

n mini,j ||zi − zj ||2
(10)

A smaller XB indicates a partition in which all the clusters are overall compact
and separate to each other.

In the relevance judgement given in the TREC-data, documents were clas-
sified into two classes relevant and non-relevant, using only titles in the TREC
queries. Precision and recall values obtained by running FDC algorithm on
TREC-8 data are shown in the Table 1 and Table 2. Graphical representation
of the data in two Tables, Table 1and Table 2 are given in Figure 2. Table 1
shows performance of the FDC algorithm relative to the documents filtered into
the cluster 0(closely related) and the Table 2 displays the performance relative
to the documents filtered into the clusters 0 and 1 (related). In both tables the
median performance of all the TREC-8 systems (pre-results) for corresponding
queries are given[27]. The average precision relative to cluster 0 documents was
39% and the average precision relative to cluster 0 and cluster 1 was slightly
low (33%). This is because the system classifies documents which are ‘related’
but ‘not closely related’ to the the given topic into the cluster 1. We selected
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only 40 % of the top ranked (in Process 7) documents in the cluster 1. Average
precision obtained for different systems for small web track (TREC-8) is in the
range (2.9%-38%),[28]. Compared to these results retrieval effectiveness of the
FDC algorithm is satisfactory. The average XB value obtain for this test data is
low (0.03). We can say that all clusters are compact and well separated to each
other.

Title terms given in the TREC-data were used as n1 terms input into the
classifier. We can improve the performance of the FDC algorithm by reorganising
the query based on the context built by the process LSI. By analysing this context
(of the query), the user can input n1 key terms to the system.

Table 1. Precision and Recall Using only Cluster 0 Documents

Query No precision Recall TREC-8 Results
Avg. Precision

Q402 20.0 35.7 25

Q403 74.4 31.9 53

Q406 15.3 81.8 30

Q407 65.2 20.5 28

Q410 71.4 31.9 80

Q412 18.3 61.4 10

Q414 27.3 60.0 20

Q415 60.0 13.0 40

Q419 40.0 13.0 10

Q420 31.0 81.3 29

Q425 32.7 33.3 40

Q427 27.8 8.1 20

Q429 75.0 75.0 30

Q431 16.0 28.0 30

Q436 8.3 9.7 5

Q430 50.0 22.2 50

The Fuzzy Document Filter (FDF) was applied to the output from the Google
search engine for the initial query Evolutionary Algorithms. After removing du-
plicate links, non-accessible links and filtering all links based on meta data at-
tached to each link, FDF downloaded 93 documents from 200 links in the Google
output. (Only 200 links from the Google output were selected for testing.) These
downloaded documents (93) were then filtered by using the secondary query
Evolutionary algorithms for optimization. The filtered documents were classified
into three classes:closely related , related , not directly related to the secondary
query. The FDF classified 56 documents as closely related, 32 as related , 5 as
not directly related to the secondary query. The value of XB was 0.034.
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Table 2. Precision and Recall using Cluster 0 & Cluster 1 Documents

Query No precision Recall TREC-8 Results
Avg. Precision

Q402 18.1 48.9 25

Q403 43.2 80.2 53

Q406 13.5 90.9 30

Q407 18.6 63.0 28

Q410 60.0 38.3 80

Q412 15.0 68.6 10

Q414 7.1 100.0 20

Q415 8.9 43.5 40

Q419 23.0 79.0 10

Q420 6.3 87.5 29

Q425 18.3 45.8 40

Q427 15.4 51.6 20

Q429 75.0 75.0 30

Q431 14.0 50.0 30

Q436 18.0 58.0 5

Q430 5.0 66.7 50

For the purpose of evaluation five experts in the field Evolutionary Algo-
rithms have been asked to evaluate the retrieved document set for the query
Evolutionary algorithms for optimization. At the time of writing this paper only
one evaluation form was received and the output of FDF was evaluated based
on this report.
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Fig. 2. Precision and Recall for TREC Data set

The error matrix method [31] was used to evaluate the clustering results.
Overall Accuracy (OA) was computed by dividing the sum of the major diagonal
elements by the total number of sample elements. OA is a measure of the total
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match between reference and classification data. Accuracy of each individual
category was measured by using producer’s accuracy (PA) and user’s accuracy
(UA). PA is related to the error of omission which is calculated by dividing
corresponding major diagonal elements by the total in reference data. UA is
related to the errors of commission which is calculated by dividing corresponding
major diagonal elements by the total in classification data. In the following table,
Tables , R0, R1, R2 are reference data and Z0, Z1, Z2 are classification data.

Table 3. Error Matrix for Downloaded Data Set

OA=0.70 R
0

R
1

R
2 PA UA

Z
0 32 24 0 0.97 0.57

Z
1 1 31 0 0.55 0.97

Z
2 0 2 3 1 0.60

Examining the error matrix values, we can see that error matrix is diago-
nally dominant and the OA is high (0.7). Therefore we can say that, a high
proportion of data items has been classified correctly. If we consider cluster 0
(closely related) values, condition of underestimation is minimum (PA0 = 0.97),
but condition of overestimation is introduced in class 0 (UA0 = 0.57). Precision
and Recall values obtained for on-line data are given in Table 4. The precision
and recall values for all three clusters are greater than 50%. We can say that
effectiveness of the FDF is satisfactory.

Table 4. Precision and Recall for Downloaded Data Set

Cluster No precision Recall

0 57 97

1 97 55

2 60 100

7 Conclusions

A fuzzy clustering algorithm for document filtering has been presented in this pa-
per. In this algorithm a modified fuzzy c-means algorithm (FDC) is implemented
to cluster documents into three predefined clusters namely: Closely related, Re-
lated and Not related.

To resolve a problem with initialisation of cluster prototypes for the fuzzy
c-means algorithm, an evolutionary algorithm was used to gain an insight into
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what values should be used to initialise the components of the cluster prototypes.
It was found that the Z-values for cluster 0 and cluster 1 should be higher than
the Z-values obtained for cluster 2. This validated what had been seen in simple
experimentation.

Latent Semantic Indexing was implemented to rank documents in clusters 0
and 1 based on their context.

We evaluated the performance of the designed clustering system using TREC-
8 data and also with output of Google search engine. It was shown that retrieval
effectiveness of the designed system was satisfactory on the TREC-8 data set
and also on the on-line data.
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Abstract. In negotiation, information acquisition and validation play an important role in the decision making proc-

ess. In this paper we briefly present the framework of a smart data mining system for providing contextual informa-

tion from the Internet to a negotiation agent. We then present one of its components in more details - an effective 

automated technique for extracting relevant articles from news web sites, so that they can be used further by the 

mining agents. Most current techniques experience difficulties to cope with changes in websites structure and for-

mats. The proposed extracting process is completely automatic and independent of web site formats. The technique 

is based on identifying regularities in both format and content of the news web sites. The algorithms are applicable 

to both single- and multi-document web sites. Since invalid URLs can cause errors in data extraction, we also pre-

sent a method for the negotiation agent to estimate the validity of the extracted data based on the frequency of the 

relevant words in the news title. This paper also presents a new procedure for constructing news data sets of given 

topics.  The extracted news data set is further utilised by the parties involved in negotiation. The information re-

trieved from the data set can support both human and automated negotiators. 

1   Introduction 

The curious negotiator [1] is a multiagent system of competitive agents supporting multi-attribute negotiation where 

the set of issues is not fixed [2]. The overall goal of its design is to exploit the interplay between contextual informa-

tion [3] and the development of offers in negotiation conducted in an electronic environment. Current design is illus-

trated in Figure 1. Negotiation agents apply the negotiation strategies in the negotiation process [4]. With respect to the 

curious negotiator the term ‘negotiation strategies’ includes strategies for developing the set of issues in an offer as 

well as identifying, requesting and evaluating contextual information including determining what information to table 

as the negotiation proceeds [5]. A negotiation strategy should generally rely on information drawn from the context of 

the negotiation. The significance of information to the negotiation process was analysed formally in the seminal paper 

by Milgrom and Weber [6] in which the Linkage Principle, relating the revelation of contextual information to the 

price that a purchaser is prepared to pay, was introduced. “Good negotiators, therefore, undertake integrated processes 

of knowledge acquisition that combine sources of knowledge obtained at and away from the negotiation table. “They 

learn in order to plan and plan in order to learn” [7]. The grand vision for curious negotiator encapsulates this observa-

tion. The mediation agents (labelled as ‘mediator’ in Figure 1) assist negotiation agents in the negotiation process. The 

role of observer agents (labelled as ‘observer’ in Figure 1) is to observe and analyse what is happening on the ‘negotia-

tion table’ and to look for opportunities particularly from failed negotiations. 

Successful negotiation relies on an understanding of how to ‘play’ the negotiation mechanism [5] and on contextual 

information. From a process management point of view, negotiation processes are interesting in that they are knowl-

edge-driven emergent processes that can be fully managed provided that, first, full authority to negotiate is delegated to 

the agent and, second, sufficient contextual information can be derived from the market data, from the sources, avail-

able on the Internet (news feeds, company white papers, specialised articles, research papers) and other sources by the 

data mining bots. The dashed lines in Figure 1 contour two scenarios: “SA” – a semi-automated scenario in which the 

human agent receives and processes contextual information and affects the strategies of the negotiation agent, and “A” 

in which contextual information is distilled and passed to the negotiation agent in a form of parameters that are taken in 

consideration by the negotiation strategies. The curious negotiator is designed to incorporate data mining and informa-

tion discovery methods [8] that operate under time constraints, including methods from the area of topic detection and 

event tracking research [9]. The idea is encapsulated in the “smart data miner” in Figure 1. The architecture of this 

specialised data mining system, which operates in tandem with the human or/and negotiation agent, is shown in Figure 

2. Initially the information is extracted from various sources including on-line news media, virtual communities, com-

pany and government web sites. Extracted information is converted to a structured representation and then both repre-

sentations are stored in the mining base. They are used for further analysis by different data mining algorithms, includ-

ing different text and network mining agents. The ‘Source profile base’, includes a collection of time-stamped data 

about the behaviour of the approached sources like response time, the number of answered requests, dates when a new 

layout appears, redirections of requests, types of errors, subscription price, change in subscription price, change of the 
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level of service provided and other parameters. The ‘Source evaluator’ provides a number of estimates, e.g. ‘hold-up’, 

‘reliability’, ‘cost’, ‘trust’ that evaluate the quality of the data sources from which the patterns have been extracted. 

These estimates are derived from the related data in the source profile base. This paper is limited to the techniques that 

cover the automatic extraction of relevant news articles. Regardless of whether we deal with scenario “SA” or “A”, 

there are a number of challenges in real world negotiations that the smart data mining system needs to address, includ-

ing (i) critical pieces of information being held in different repositories; (ii) non-standard formats; (iii) changes in for-

mats at the same repository; (iv) possible duplicative, inconsistent and erroneous data. This paper addresses the first 

three challenges in the context of providing news to the negotiation table. The scope of the paper covers the universal 

news bot shown within the dashed rectangle in Figure 2. The techniques considered in this paper are applicable for 

both scenarios, however, the details are beyond the scope of the paper. 
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Figure 1. Current design of the curious negotiator (includes negotiation agent, mediator, observer and the 

smart data miner).
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Figure 2. Smart data mining system for supporting negotiation with contextual information. 
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1.1   On-line News Media 

Obtaining and verifying information from on-line sources takes time and resources. 

To reduce the impact of some delay factors on the net, the architecture of the data 

mining system in Figure 2 allows not only just-in-time operation, but also ‘pre-

fetching’ some of the information that is expected to be necessary for a scheduled 

negotiation. In the context of news mining, the news bots fetch the news, which then 

are transformed into a structured form and both the structured and unstructured data 

are stored in the mining base (see Figure 3) for accessing by the mining agents (The 

fragment selected illustrated in Figure 3 shows only the text mining agent). 
News sources

News 
bot

Transforming 
to structure

Mining 
base

Text
miner

T

News sources

News 
bot

Transforming 
to structure

Mining 
base

Text
miner

T

Figure 3. The news mining portion of the system 

The focus of this paper is on the first phase – the automation of obtaining news 

from Internet sources. The news sources on the Internet include the websites of major 

news papers. The development of algorithms for finding the correct URLs that con-

tain the requested news articles is within the scope of the intelligent crawler research. 

Major search engines, including Google (shown in Figure 4) and Yahoo recently 

provided a new functionality for news searching with user provided keywords. These 

news portals provide convenient interface for humans; answering queries in way 

similar to conventional search engine interface (see Figure 5). 

Figure 4. News search engines web interfaces 
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Figure 5. News search engines web interfaces – response to a query. 

Within the framework of curious negotiator, a generic news bot should be able to 

retrieve automatically, classify and store the news article obtained by a search engine 

in an efficient way that can be further used by the other mining agents. The initiation 

of the process in just-in-time mode can be by the negotiation agent (scenario “A” in 

Figure 1) or the human player (scenario “SA” in Figure 1). In pre-fetch mode, a 

source monitoring agent is subscribed to the email digests that these sources distribute 

[10]. These sources include 2-3 sentences news abstract and the corresponding URLs 

for retrieving the full articles. The trigger for fetching an article can be a negotiation 

scheduler, using as initial information the topic, the list of items and the description of 

participants. 

However, the automatic retrieval by a computer program of an individual news ar-

ticle from the URL that is obtained either from search results or from the pre-fetched 

list is a tedious job since the news content can come from different web sites. Differ-

ent news sources have different layout and format as illustrated by the two examples 

of news websites in Figure 6 and Figure 7. The layout may vary from time to time 

even in the news coming from the same source. Hence when automating news re-

trieval, even for the same news site, it is impractical to develop a static template, as it 

will stop working when the layout is changed. It is even more impractical (if not 

impossible) to develop a predefined program (template) for each news web site in the 

whole Internet. In this paper we present a more generic approach to retrieve news 

articles regardless the web site format and bringing them to the smart data mining 

system of the curious negotiator. 
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Figure 6. A version of SMH news site format 

Figure 7. A version of Herald Sun news site format 

2   The Universal News Bot approach 

Data extraction from Web documents is usually performed by software modules 

called wrappers. As explained in the previous section, hard-coded wrapper by using 

static template is tedious, error-prone and difficult to maintain. To overcome this 

difficulty, significant research has been done in the area of wrapper induction, which 

typically applies machine learning technology to generate wrappers automatically 

[11, 12]. WIEN is the first wrapper induction system that defined six wrapper classes 

(templates) to express the structures of web sites [13, 14]. STALKER - a wrapper, 

more efficient than WIEN [15], treats a web page as a tree-like structure and handles 

information extraction hierarchically. Gao and Sterling [16] have also done signifi-

cant work on knowledge-based information extraction from the internet. However, 

most of the earlier wrapper techniques were tailored to particular types of documents 
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and none is specific for news content retrieval. The more recent techniques aim on 

data extraction from general semi-structured documents. The application of general 

content identification and retrieval methods to news data brings unnecessary over-

head in processing. This paper proposes a technique that takes in account the charac-

teristics of news web pages. Without loss of generality, the approach improves the 

processing efficiency and requires neither user specified examples or priori knowl-

edge of the pages. 

2.1   The data extraction method 

The data extraction process is divided into three stages. The logical structure of the 

tagged (in our case, HTML) file is firstly identified and the text, which is most likely 

to be the news article, is extracted. During the second stage a filter is dynamically 

built and some extra text is filtered out if multiple documents from the same web site 

are available. During the third stage extracted data is validated by the developed key-

word based validation method. The details are presented below. 

2.1.1   Stage 1: Identifying the logical structure of the tagged file 

News pages normally not only contain the news article, but more often, also related 

news headings, the news category, advertisements, and sometimes a search box. Al-

though each web site may have a different format, web pages can always be broken 

down into content blocks. The layout in which these content blocks are arranged 

varies considerably across sites. The news article is expected to be the content block 

which is displayed on the “centre” of the page. Therefore, it is reasonable to assume 

that the biggest block of text on the news web page is the news article. Similar to 

McKeown et al.’s [17] approach, the biggest block of text is detected by counting the 

number of words in each block. 

Most of web sites employ visible and invisible tables in conjunction with Cascad-

ing Style Sheets (CSS) to arrange their logical structures by using HTML table tags 

[18]. Table is designed to organize data into logical rows and columns. A table is 

enclosed within the <table></table> tag. Nested tables are normally used to form a 

complex layout structure. It is common for news web sites to display advertisements 

within news articles to attract reader’s attention. This is normally done by inserting 

nested tables that contain advertisements and other contents in the table that contains 

the news article. The pseudo code of the process is presented in Figure 8. 
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Figure 8. Pseudo code of the algorithm for identifying the largest text block. 

2.1.2   Stage 2: Building internal filters dynamically 

Although most of news web sites use tables for partitioning content blocks, there are 

some web sites that use other methods. Also, even for the web pages that use tables as 

the partition method, the table with the news article may contain a few extra lines of 

text at the beginning or the end of the article. Therefore, extraction accuracy can be 

improved by developing algorithms that do not rely on table tag information. Many 

web sites use templates to automatically generate pages and fill them with results of a 

database query, in particular, for news web sites. Hence, news under same category 

from same source is often with same format. When two or more web pages from 

same source become available, a filter can be constructed by comparing the extracted 

text from these pages. The filter contains the common header and tail of the text. The 

text is compared sentence by sentence from the beginning and the end between two 

files. Common sentences are regarded as part of web page template. Therefore, they 

should be removed from the file. The pseudo code of the process is shown in Figure 

9.

Once the filter is generated, text is refined by removing the common header and 

tail text in the filter. Since the filter is dynamically generated, it is adjusted automati-

cally when the web site format is changed. 

Input: HTML file 

Output: The largest body of text contained in a table 

Begin 

1. Break down the HTML file into a one dimensional array, where 

each cell contains a line of text or an HTML tag 

2. Remove the HTML tags except <table> and </table> 

3. Set table_counter to 0 

4. For each cell in the array: 

a. if <table> tag is encountered, increase table_counter by 1 

b. if <\table> tag is encountered, decrease table_counter by 1 

c. if it is a text element, append it to the end of con-

tainer[table_counter]

5. Return container[i] that contains the largest body of text by count-

ing the number of words. 

End 
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Figure 9. The pseudo code of dynamic filter generation. 

2.1.3 Stage 3: Keyword based validation 

Incorrect and out of date URLs can cause errors in the results of data extraction. Such 

errors can not be identified by the data extracting methods described in the previous 

sections. A simple validation method based on keyword frequency is developed to 

validate the data retrieved by the algorithms in Figure 8 and Figure 9. 

The basic assumption is that a good news title should succinctly express the arti-

cle's content. Therefore, the words contained in the news title are expected to be nor-

mally among the most frequent words appearing in a news article. Consequently, the 

words from the news title (except the stop words, which are filtered out) are consid-

ered as keywords. For situations when the news title is not available at the time of 

text extraction, the words in the first paragraph of the extracted data are considered as 

keywords, based on the assumption that title is always placed at the beginning of an 

article. The extracted text is regarded as the requested news article if it satisfies the 

following condition: 

thk,w
t

n
,w

l

l
w f

k

k

m

t
321min

(1)

where:

tl   total length 

ml   minimum length (predefined) 

kn   number of keyword that appears in  the text at least once 

Input: two text files from the same web site, each contains a news article  

Output: a data structure contains: 

String URL

String Header

String Tail

1. Remove all the html tags in the files. 

2. Break down the files into one dimensional arrays (a and b), each cell 

contains a line of text.  

3. For each cell of the array from beginning 

1. if a[i] == b[i], append a[i] at the end of Header string 

2. if a[i] != b[i], break; 

4. For each cell of the array from the end 

1. if a[i] == b[i], insert a[i] at the beginning of Tail string 

2. if a[i] != b[i], break 

5. Set the URL value to the common part of the URLs of two text file 

Return the data structure that contains URL, Header and Tail.
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kt   total number of keywords 

fk   average keyword frequency 

321 ,, www  weighting values 

th   threshold value (predefined)  

The first term in equation 2.1 considers the total length of the extracted text. If the 

text length is unreasonably short, the text is unlikely to be a news article. The second 

term in the equation represents the percentage of the keywords that appeared in the 

text. The third term in the equation stands for the average frequency of the keywords 

that appeared in the text. The validation value takes the minimum value of these three 

and then compares with a predefined threshold to validate if the extracted text is the 

news article. 

3   News Data Set Construction  

The news data set for a given specific topic that will be used as the information 

sources for the negotiation table is dynamically constructed from on-line news arti-

cles. In stead of simply using keyword searching, the data mining agent constructs the 

news data set according to the concept related to the given keywords.

Similar to using searching engine, the negotiation agent provides a phrase or sev-

eral keywords to the data mining agent to define the topic of the news it requests. The 

data mining agent submits the query to a news searching engine. In general, large 

amount of searching results are returned. The data mining agent only retrieve the 

most relevant data evaluated by the keyword frequency and their proximity position. 

Based on the assumption that a concept can be represented by a set of keywords, 

which occur frequently inside particular collection of documents, the most frequent 

keywords (terms) from the retrieved data set are extracted and considered to be re-

lated to the same concept. The extracted keywords are resubmitted to the search en-

gine. The process of query submission, data retrieval and keyword extraction is re-

peated until the search results start to derail from the given topic. The news articles 

used in this section are extracted from HTML files by the algorithms described in 

section 2.      

3.1   Key Phrase Extraction  

As it is introduced in the previous section, key phrase extraction plays an important 

role in the data set construction process in this project. Many studies have been con-

ducted in the area of automatic keyword generation from text documents. Most of 

these methods are based on syntactic analysis using statistical co-occurrence of word 

types in text and vector space representation of the documents [19]. Hulth [20] sug-

gested the quality of keywords that generated by frequency analysis was significantly 

improved when a domain specific thesaurus is used as a second knowledge source. 
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Therefore, a similar approach that employs a domain specific thesaurus in the key 

phrase extraction process is adopted in this project. Since the frequently used words 

represent the topic of a document in greater degree than less frequently used words, 

the frequency of the words and phrases predefined in the domain thesaurus that ap-

pear in the documents are calculated and the top ranked words or phrases are consid-

ered as the keywords.

There are many publications on automatic thesaurus construction. We applied a 

relative simple approach based on word frequency count. The news articles in many 

news web sites are organized into the categories of: World, National, Business, Sci-

ence (Technology), Sport and Entertainment. To build the domain specific thesaurus, 

a large number of news articles under each category are collected, and each of such 

categories represents a domain. Figure 10 shows the steps of building the database of 

key phases for each category (the domain thesauruses). Word stemming problem was 

resolved by using a simple stemming algorithm that two words are considered to have 

the same stem if they have the same beginnings and their endings differ in one or two 

characters [21]). Stop words are not counted in each document.  

a. remove the keywords (phases) in list A if they also appear in list B   

Figure 10. The pseudo code of domain thesaurus construction. 

In 2.c of the above process, a sequence of words is defined as a phrase if it satis-

fies:

Input: document collection of each category 

Output: collection of key phases for each category 

Begin  

1. define the initial number of document (ni) to be used  

2. for each category 

a. randomly select ni articles from the working category to form docu-

ment cluster A 

b. randomly select ni/(total_number_of_category-1) articles from 

every other category to form document cluster B 

c. calculate the total frequency of keywords and key phases of cluster 

A and B  

d.  generate the list of most frequent keywords (phases) of cluster A 

(list A) and cluster B (list B) according to the ranking of the fre-

quency. 

e. remove the keywords (phases) in list A if they also appear in list B   

f. increase the number of the articles to be selected by 10%  

g. repeat from a to e to generate a new list of most frequent keywords 

(phases) and compare with the list generated by the last run. If the 

difference between two lists is smaller than a predefined threshold, 

stop the process and the latest list of most frequent keyword 

(phase) is used as the keywords to define the current working do-

main.  

End
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th
f

f

average

seq
(2)

where:

seqf   frequency of the sequence of words that appears in the same sen-

tence in the whole cluster 

averagef  average frequency of each word in the sequence. 

th   threshold value (predefined) 

3.2   News Data Set Construction process  

The news data set is constructed by repeating the news retrieval and keyword extrac-

tion process. Figure 11 shows the detail procedure of the construction process. The 

news data domain is determined by searching the initial provided keywords (phase) in 

the domain thesauruses.       

Figure 11. The pseudo code of news data set construction for a given concept

Input: domain thesauruses, initial keywords    

Output: news data set 

Begin  

1. determine the domain thesaurus to be used according to the initial key-

words

2. search and retrieve the news articles that contains the given keywords. 

3. put the retrieved news articles into the news data set container. 

4. calculate the total frequency of each keyword and phrase in the domain 

thesaurus that appears in the articles just retrieved and rank them from 

most frequent to less frequent. 

5. if the ranking of the initial keywords is not higher than a predefined 

threshold, return the news data set. 

6. calculate the total frequency of each keyword and phrase in the domain 

thesaurus that appears in each article in the whole data set and rank them. 

7. select one phrase or two keywords with the highest frequency but have 

not been used for searching  as the new keywords for next search. 

8. goto step 2. 

End
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4   Experimental Results 

Experiments have been conducted in two steps: first to evaluate the news extraction 

algorithm. Second, a news data set was constructed and manually examinated.  

4.1 News extraction  

The proposed methods of extracting news articles were evaluated by the experi-

ments using some of the most popular Australian and International news web sites, 

which are shown in Table 1. 200 pages from each URL location were tested. The 

average process time for each page was 436 milliseconds on a Pentium 4 1.60 GHz 

computer. The notions used in the table are explained below:  

Correct – on average 0% error rate in the extracted text of a single web 

page; 

Minor Error – on average less than 5% error rate in the extracted text of a 

single web page; 

Major Error – on average between 5% to 30% error rates in the extracted 

text of a single web page; 

Error – on average more than 30% error rate in the extracted text of a single 

web page 

Table 1. News sites for testing the news article extraction algorithm and the results  

URL Location Accuracy

[without Filter] 

Accuracy

[with Filter] 

www.smh.com.au/national Minor Error Correct 

www.smh.com/business Minor Error Correct 

www.usatoday.com/news/world Minor Error Minor Error 

(Error Rate Re-

duced)

www.usatoday.com/news/nation Minor Error Minor Error 

(Error Rate Re-

duced)

http://abcnews.go.com/sections/us Minor Error Correct 

http://abcnews.go.com/sections/wor

ld 

Minor Error Correct 

http://money.cnn.com Correct Correct 
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www.cnn.com/ALLPOLITICS/ Minor Error Correct 

www.theaustralian.news.com.au Correct Correct 

http://news.bbc.co.uk/2/hi/business Major Error  Minor Error 

http://news.bbc.co.uk/2/hi/asia-

pacific

Minor Error Minor Error  

(Error Rate Re-

duced)

http://www.reuters.com Correct Correct 

http://news.ft.com (Financial 

Times) 

Correct Correct 

http://dailytelegraph.news.com.au Minor Error Correct 

www.iht.com  

(International Herald Tribune) 

Correct Correct 

http://www.dailytimes.com.pk Correct Correct 

http://news.xinhuanet.com/english Correct Correct 

http://www.abc.net.au/news Minor Error Correct 

http://news.ninemsn.com.au Correct Correct 

Experiment results show that news articles were mostly extracted properly except 

BBC News (UK). After analyzing the web pages carefully, it was found that these 

web pages contained more than one content blocks in the table that also contains the 

news article, namely, the news article only occupies one of the table cell. Therefore, 

more experiments were conducted on this web site by using multiple documents. 

Experiment results show that the accuracy rate have been increased dramatically. It is 

because that although the content block is not correctly classified by the first step, 

other content blocks in the table are also extracted, but these extra content blocks in 

the extracted data are removed by the filtering process at the second step. 

As it is shown in Table 1, by using the dynamically generated filter, the extraction 

accuracy has been increased considerably. The experiment confirmed the approach, 

which assumes that the news article is contained in a table formatting structure, and 

the advertisements and other content block data are embedded in nested table struc-

ture within the news article table, works well. This layout method is commonly used 

in most of news web sites, which makes proposed algorithms and their implementa-

tion a practically valuable tools. 

During the experiment, the threshold value for validation was set to 1. Different 

combinations of weighting values have been tested. Experiment results showed that 

the validation process is highly effective. Moreover, the experimental validation re-

sults are not sensitive to the choices of weighting values. 
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4.2  Constructing a news data set 

An experiment was conducted to build a news data set from keywords “Interest 

Rate”. As there are large amount of news on the internet, this experiment restricted 

the time frame to 1 week and news sources within Australia.  

Domain thesauruses were constructed by using 500 articles from each category: 

World, National, Business, Science (Technology), Sport and Entertainment. After the 

domain thesauruses have been constructed, their data remain the same for the whole 

experiment. 

 Table 2 shows the keywords (phases) used for each new search and the number of 

articles retrieved. The keywords for the next search were extracted from the data in 

the data set that has been constructed so far instead of the data from the last search 

results. The search process stops when the initial keywords are no longer in the most 

frequent keyword list generated from the last search results.   

Table 2. The keywords used for each search in a data set construction process. 

Keywords (phases) 

Used for the Search 

Number of Most Re-

lated Articles Retrieved 

Most Frequent Keywords 

Interest Rate 23 interest rate, housing market, bank, 

price, bond, finance, loan … 

Housing Market 10 housing market, finance, interest 

rate, price, value, bank … 

Price, Bank 30 bank, price, interest rate, share, oil, 

economy, stock … 

Finance, Bond 12 Bond, finance, housing market, 

interest rate, investor, price … 

Share, Investor 27 Share, investor, housing market, 

bank, price, finance, value … 

In total, the news data set contains 102 news articles. Each article in the data set 

was manually examinated. Their contents are all within the scope of “interest rate”. 

Once the data set is constructed, it will be further processed and used as the informa-

tion source for the negotiation agent. 
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5   Bringing the News to the Negotiation Table 

The above described tools can be used directly in the “semi-automatic” negotiation 

scenario (scenario “SA” in Figure 1). In this case, the information request can be 

initiated either by the human participant or by the negotiation agent. In both cases the 

keywords for initiating the news “hunt” can be extracted out of the negotiation utter-

ances. In the case, when the negotiation agent requests the news, the keywords are 

filtered automatically from the dialogue and are passed to the news extraction bots 

(possibly with some weights based on the relative intensity with which they occur 

during the negotiation). In the “SA” scenario, the body of the article together with a 

date/time stamp and the source identifier is sufficient, as the information is assessed 

by the human player. An information table that contains the retrieved news text, va-

lidity of the data, most frequent keywords and other parameters is delivered to an 

information aggregation agent for further processing so that the information can be 

used by the negotiation agent efficiently. The detailed discussion of the automated 

utilisation of retrieved information is beyond the scope of this paper. 

5   Conclusions and Future Work 

The curious negotiator is the long term work in automated negotiation systems. It will 

blend ‘strategic negotiation sense’ with ‘strategic information sense’ as the negotia-

tion unfolds. This requires a system capable of providing information to the “negotia-

tion table”. The smart data mining systems that support the negotiation agents are 

expected to operate under time-constraints and over dynamically changing corpus of 

information. They will need to determine the sources of information, the confidence 

and validity of these sources and a way of combining extracted information (models).  

In this paper, we presented a method to extract relevant news article from news 

web sites regardless of the format and layout of the source. The article’s logical struc-

ture is firstly identified by using the table tags in the tagged files. An internal dynamic 

filter is built to further clean up the data. Finally, a validation method is developed to 

validate the retrieved data. Experiment results confirm that the overall approach and 

the corresponding methodology and algorithms can be applied to most of the news 

web sites with reasonable accuracy. 

In the case when a Web page is not partitioned by table tags, proposed method re-

lies on the availability of a second document from the same web site. Although using 

table for page layout is the most popular method, other content partition methods 

should also be implemented in the system to improve the extraction accuracy. 

Though developed for the curious negotiator, proposed methods can be applied for 

content extraction from tagged documents in mobile phone and PDA browsing area. 

Mobile phone and PDA have relatively slow internet access and small display area. 

Therefore, presented algorithms can be applied for automatic detection and display of 

articles from news web sites on such devices with improved efficiency and visual 

effect.
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Visualisation and exploration of scientific data

using graphs

Ben Raymond and Lee Belbin
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Abstract. We present a prototype application for graph-based data ex-
ploration and mining, with particular emphasis on scientific data. The
application has a Flash-based graphical interface and uses semantic infor-
mation from the data sources to keep this interface as intuitive as possi-
ble. Data can be accessed from local and remote databases and files. The
user can generate a number of graphs that represent different views of
the data. Graphs can be explored using an interactive visual browser, or
graph-analytic algorithms. We demonstrate the approach using marine
sediment data, and show that differences in benthic species compositions
in two Antarctic bays are related to heavy metal contamination.

1 Introduction

Structured graphs have been recognised as an effective framework for scientific
data mining — e.g. [1, 2]. A graph consists of a set of nodes connected by edges. In
the simplest case, each node represents an entity of interest, and edges between
nodes represent relationships between entities. Graphs thus provide a natural
framework for investigating relational, spatial, temporal, and geometric data [2].
Graphs have also seen a recent explosion in popularity in science, as network
structures have been found in a variety of fields, including social networks [3, 4],
trophic webs [5], and the structures of chemical compounds [6–8]. Networks in
these fields provide both a natural representation of data, as well as analytical
tools that give insights not easily gained from other perspectives.

The Australian Antarctic Data Centre (AADC) sought a graph-based visual-
isation and exploration tool that could be used both as a component of in-house
mining activities, as well as by clients undertaking scientific analyses.

The broad requirements of this tool were:

1. Provide functionality to construct, view, and explore graph structures, and

apply graph-theoretic algorithms.

2. Able to access and integrate data from a number of sources. Data of interest
typically fall into one of three categories:
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– databases within the AADC (e.g. biodiversity, automatic weather sta-
tions, and state of the environment reporting databases). These databases
are developed and maintained by the AADC, and so have a consistent
structure and are directly accessible.

– flat data files (including external remote sensed environmental data such
as sea ice concentration [9], data collected and held by individual scien-
tists, and data files held in the AADC that have not yet been migrated
into actively-maintained databases).

– web-accessible (external) databases. Several initiatives are under way
that will enable scientists to share data across the web (e.g. GBIF [10]).

3. Be web browser-based. A browser-based solution would allow the tool to be
integrated with the AADC’s existing web pages, and thus allow clients to
explore the data sets before downloading. It would also allow any bandwidth-
intensive activities to be carried out at the server end, an important consid-
eration for scientists on Antarctic bases wishing to use the tool.

4. Have an intuitive graphical interface (suitable for a general audience) that
would also provide sufficient flexibility for more advanced users (expected to
be mostly internal scientists).

5. Integrated with the existing AADC database structure. To allow the interface
to be as simple as possible, we needed to make use of the existing data
structures and environments in the AADC. For example, the AADC keeps a
data dictionary, which provides limited semantic information about AADC
data, including the measurement scale type (nominal, ordinal, interval, or
ratio) of a variable. This information would allow the application to make
informed processing decisions (such as which dissimilarity metric or measure
of central tendency to use for a particular variable) and thus minimise the
complexity of the interface.

Existing software that we were aware of met some but not all of these re-
quirements. A summary of a selection of graph software is presented in Table
1 (an exhaustive review of all available graph software is beyond the scope of
this paper). This paper describes a prototype tool that can be used to create
and explore graph structures from a variety of data sources. The graphical in-
terface has been written as a Flash application; the server-side code is written
in ColdFusion (our primary application development environment). The inter-
face can also accept text-based commands for users wishing additional flexibility.

2 Methods

The exploratory analysis process can be divided into three main stages — graph
construction; visual, interactive exploration; and the application of specific ana-
lytical algorithms. In practice, these components would be used in an interactive,
cyclical exploratory process. We discuss each of these aspects in turn.
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Table 1. A functional summary of a selection of graph software. BG: the package
provides functionality for constructing graphs from tabular or other data (manual graph
construction excluded); DB,WS: direct access to data from databases/web services;
L&D: provides tools for the layout and display of graphs; A: provides algorithms for
the statistical analysis of graphs; Int.: interface type; BB: is web browser-based. †Small
graphs only. ‡Designed for large graphs. *Limited functionality when run as an applet

Package BG DB WS L&D A Int. BB Summary

GGobi[28] 3 3 7 3
†

7 GUI 7 General data visualisation system with
some graph capabilities

Zoomgraph[29] 3 3 7 3
‡

3 Text 3* Zoomable viewer with database-driven
back end

UCINET[31] 3 3 3 GUI 7 Popular social network analysis pack-
age

Pajek[30] 7 3
‡

3 GUI 7 Analysis and visualization of large net-
works

Tulip[34] 7 3
‡

3 GUI 7 Large graph layout and visualisation

LGL[35] 7 3
‡

7 GUI 3 Large graph layout
GraphViz [36] 7 3 7 Text 7 Popular layout package
SUBDUE[13] 7 7 3 Text 7 Subgraph analysis package

2.1 Graph construction

Currently, data can be accessed from one or more local or remote databases (lo-
cal in this context means “within the AADC”) or user files. Accessing multiple
data sources allows a user to integrate their data with other databases, but is
predictably made difficult by heterogeneity across sources. We extract data from
local databases using SQL statements; either directly or mediated by graphical
widgets. Local files can be uploaded using http/get and are expected to be in
comma-separated text format. Users are encouraged to use standardised column
names (as defined by the AADC data dictionary), allowing the semantic advan-
tages of the data dictionary to be realised for file data. Remote databases can be
accessed using web services. Initially we have provided access only to GBIF data
[10] through the DiGIR protocol. Data from web service sources are described
by XML schema, which can be used in a similar manner to the data dictionary
to provide limited semantic information.

To construct a graph representation of these data, the user must specify
which variables are to be used to form the nodes, and a means of forming edges
between nodes. Nodes are formed from the discrete values (or n-tuples) of one or
more variables in the database. The graphical interface provides a list of available
data sources, and once a data source is selected, a list of all variables provided
by that data source. This information comes from the column names in a user
file or database table, or from the “concepts” list of a DiGIR XML resource
file. Available semantic information is used to decide how to discretise the node
variables. Continuous variables need to be discretised to form individual nodes.

Australiasian Data Mining Conference AusDM04

75



A simple equal-interval binning option is provided for this purpose. Categorical
or ordinal (i.e. discrete) variables need no discretisation, and so this dialogue is
not shown unless necessary.

Once defined, each node is assigned a set of attribute data. These data are
potentially drawn from all other columns in the database. The graphical inter-
face allows attribute data to be drawn from a different data source provided
that the sources can be joined using a single variable. More complex joins can
be achieved using text commands. Attribute data are used to create the connec-
tivity of the graph. Nodes that share attribute values are connected by edges,
which are optionally weighted to reflect the strength of the linkage between the
nodes. The application automatically chooses a weighting scheme that is appro-
priate to the attribute data type; this choice can be overridden by the user if
desired.

Once data sources and variables have been defined, the application parses
the node attributes to create edges, and builds an XML (in fact GXL, [11])
document that describes the graph. The graph can be either visually explored,
or processed with one of many graph-based analytic algorithms.

2.2 Graph visualisation

Graph structures are displayed to the user in an interactive graph browser. The
browser is a modified version of the Touchgraph LinkBrowser [12], which is an
open-source Java tool for graph layout and interaction. Layout is accomplished
using a spring-model method, in which each edge is considered to be a spring,
and the node positions are chosen to minimise the global energy of the spring
system. Nodes also have mutual repulsion in order to avoid overlap in the layout.

While small graphs can reasonably be displayed in their entirety, large graphs
often cannot be displayed in a comprehensible form on limited screen real estate.
We solve this problem by allowing large graphs to be explored as a dynamic se-
ries of smaller graphs (see below). We discuss alternative approaches, such as
hierarchical views with varying level of detail, in the discussion.

Interaction with the user is achieved through three main processes: node se-
lection, neighbourhood adjustment, and edge manipulation. The displayed graph
is focused on a selected node. The neighbourhood setting determines how much
of the surrounding graph is displayed at any one time. This mechanism allows
local regions of a graph to be displayed. Edge manipulation can be done using a
slider that sets the weight threshold below which edges are not displayed. It is
difficult to judge a priori which edges to filter out, as weak edges can obscure the
graph structure in some cases but may be crucial in others. A practical solution
is to create a graph with relatively high connectivity (many weak links), and
then allow the user to remove links in an interactive manner.

Australiasian Data Mining Conference AusDM04

76



The graph layout is done dynamically, and changes smoothly as the user
varies the interactive settings. The graph layout uses various visual properties
of the nodes and edges to convey information, including colour, shape, label,
and mouse-over popup windows. We also allow attributes of the nodes to set the
graph layout. This is particularly useful with spatial and temporal data.

An alternative visualisation option is to save the XML document and import
it into the user’s preferred graph software. This might be appropriate with ex-
tremely large graphs, since this visualisation tool does not work well with such
graphs.

2.3 Analytical tools

The fields of graph theory and data mining have developed a range of algorithms
that assess specific properties of graph structures, including subgraph analyses
(e.g. [13–17]), connectivity and flow [8], graph simplification [5, 18], clustering,
and outlier detection [19, 20]. Many of the properties assessed by these tools
have interpretations in terms of real-world phenomena (e.g. [21–23]) that are
not easily assessed from non-graph representations of the data. These provide
useful analytical information to complement existing scientific analyses, and also
the possibility of building graphs based on analyses of other graphs.

A simple but very useful example is an operator that allows the similarity be-
tween two graphs to be calculated. We use an edge-matching metric, equal to the
number of edges that appear in both graphs, as a fraction of the total number of
unique edges in the two graphs (an edge is considered to appear in both graphs
if the same two nodes appear in both graphs, and they are joined by an edge
in both graphs). This provides a simple method for exploring the relationships
between graphs, and also a mechanism for creating graphs of graphs: given a set
of graphs, one can construct another graph G in which each graph in the set is
represented by a node. Using a graph similarity operator, one can calculate the
similarity between each pair of graphs in the set, and use this similarity infor-
mation to create weighted edges between the nodes in G. The visualisation tool
allows a node in a graph to be hyperlinked to another graph, so that each node
in a graph of graphs can be explored in its own right. We demonstrate these
ideas in the Results section, below.

We have chosen not to implement other algorithms at this stage, concentrat-
ing instead on the graph construction and visual exploratory aspects. We raise
future algorithm development options in the Discussion section, below.
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Fig. 1. A graph of Antarctic marine sample sites, linked by their species attribute
data. Sites are clearly separated into two clusters on the basis of their species, indicat-
ing two distinct types of species assemblage. Node labels are of the form XBySsPpr

and denote the position of the sample in the nested experimental hierarchy. BBy de-
notes samples from one of two locations in contaminated Brown Bay and OBy denotes
uncontaminated O’Brien Bay; s denotes the site number within location; p denotes the
plot number within site; and r denotes the core replicate number within plot

3 Results

We use a small Antarctic data set to demonstrate the graph construction and
visualisation tools in the context of an exploratory scientific investigation.

Australia has an on-going research programme into the environmental im-
pacts of human occupation in Antarctica (see http://www.aad.gov.au/

default.asp?casid=13955). A recent component of this programme was an
investigation into the relationships between benthic species assemblages and
pollution near Australia’s Casey station [24]. Marine sediment samples were
collected from two sites in Brown Bay, which is adjacent to a disused rubbish tip
and is known to have high levels of many contaminants. Samples were collected
at approximately 30 m and 150 m from the tip. Control samples were collected
from two sites in nearby, uncontaminated O’Brien Bay. Four replicate samples
were collected from two plots at each site, giving a total of 32 samples. Sedi-
ment samples were collected by divers using plastic corers and analysed for fauna
(generally identified to species or genus level) and heavy metal concentrations
(Pb, Cd, Zn, As, Cr, Cu, Fe, Ni, Ag, Sn, Sb). These metals are found in man-
made products (e.g. batteries and steel alloys) and can be used as indicators of
anthropogenic contamination. Details of the experimental methods are given in
[24].

This data set has a very simple structure, comprising a total of 14 variables:
site name, species id, species abundance, and measured concentrations of
the 11 metals listed above. Site latitude and longitude were not recorded but
the site name string provides information to the site/plot/replicate level (see
Fig. 1 caption). All of the above information appears in one database table. The
species id identifier links to the AADC’s central biodiversity database, which
provides additional information about each species (although we do not use this
additional information in the example presented here). Standard practice would
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Fig. 2. A graph of Antarctic marine species, linked by their site attribute data. This
graph provides complementary information to that shown in Fig. 1, and confirms that
two distinct species assemblages exist, with possible outliers GammIIA, GammI, and
nephty. Eight other disconnected outlier species are not shown

normally also see a separate table for the sample site details, but in this case
there are only a small number of sample sites that are specific to this data set.

Despite the simplicity of the data set, there are a large number of graphs that
can be generated. The key questions to be answered during the original investi-
gation related to spatial patterns in species assemblages, and the relationships
of any such patterns to contamination (heavy metal concentrations).

Spatial patterns in species assemblages can be explored using sites as nodes,
and edges generated on the basis of species attribute data. To create this graph,
we needed only to select site name as entities, and species id as attributes
in the graphical interface. Both of these variables were recognised by the data
dictionary as categorical, and so no discretisation was needed. Furthermore, an
edge weighting function suitable for species data was automatically selected.
This function is based on the Bray-Curtis dissimilarity, which is commonly used
with ecological data:

wij = 1 −
∑

k

|xik − xjk|

(xik + xjk)
, (1)

where wij denotes the weight of the edge from node i to node j, and xik denotes
the kth attribute of node i.

The resultant graph is shown in Fig. 1. Weak edges have been pruned, leaving
a core structure of two distinct clusters of sites: the left-hand cluster corresponds
to sites from O’Brien Bay; the right-hand cluster Brown Bay. This strong clus-
tering suggests that the species assemblages of the two bays are distinct. Fur-
thermore, each cluster shows spatial autocorrelation — that is, samples from a
given site in a given bay are most similar to other samples from the same site
(e.g. BB3 nodes are generally linked to other BB3 nodes). We generated an al-
ternative view of the data by swapping the definitions for entity and attribute,
giving a graph of species id nodes with edges calculated on the basis of site id

attribute data (Fig. 2). This graph confirms the presence of two broadly distinct
species assemblages, but suggests that there are several outlier species that may
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Fig. 3. The same graph as Fig. 1, but with edge colouring changes to indicate similarity
of chromium between sites. Darker edges are those that are better “explained” by
chromium patterns (see text for details). The O’Brien Bay cluster (left) has a strong
similarity of chromium values within it, whereas the Brown Bay cluster has dissimilar
values both within itself and to the O’Brien Bay cluster. These results, and similar
results with other metal variables, suggest that species differences between the two
bays may be related to heavy metal concentrations

diverge from this bimodal pattern of spatial distribution.

Having established some patterns in species assemblages, we wish to ex-
plore the relationships between these patterns and measured metal contamina-
tion. A convenient method for this is through the graph similarity operator.
We generated a second graph of sites, using chromium as attribute data (graph
not shown), and made an edge-wise weight comparison between the site-species
graph and the site-chromium graph. The result is shown in Fig. 3. The structure
of this graph is identical to that in Fig. 1, but the colouring of the edges indicates
the weight similarity. Darker grey indicates edges that have similar weights in
both the site-species and site-chromium graphs. Samples from the uncontam-
inated O’Brien Bay have similar chromium values (in fact, mostly near zero).
More notably, the single edge linking the O’Brien Bay cluster to the Brown Bay
cluster is not well explained in terms of chromium, suggesting that the clustering
might be related to differences in chromium values. (The general dissimilarity
between chromium values in the Brown Bay cluster is an artefact of their high
but variable values, which have fallen into different bins during the discretisation
process. We discuss the problem of discretising attributes below). Similar results
were obtained using the other metal variables, supporting the notion that the
benthic species assemblages of these bays is related to heavy metal contamina-
tion.

Finally, we use a graph of graphs to explore the similarities between the spa-
tial patterns of the various heavy metals. We generated 11 graphs, one for each
metal, using sites as entities and the metal as attribute data. The pairwise simi-
larities between each of these graphs were calculated. Fig. 4 shows the resultant
graph, in which each node represents an entire site-metal graph, and the edges
indicate the similarities between those graphs. The graph suggests that copper,
lead, iron, and tin are distributed similarly, and that their distribution is differ-
ent to that of nickel, chromium, and the other metals. This was confirmed by
inspecting histograms of metal values at each location: values of copper, lead,
iron, and tin were higher at one of the Brown Bay locations (the one closest to
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Fig. 4. A graph of graphs. Each node represents an entire subgraph — in this case,
a graph of sites linked by a metal attribute. This graph of graphs indicates that the
spatial distributions of copper, lead, iron, and tin are similar, and different to those of
nickel, chromium, and the other metals

the tip) than the other, whereas the remaining metals showed similar levels at
each of the two Brown Bay locations.

4 Discussion

Graphs have been previously been recognised for their value in data mining and
exploratory analyses. However, existing software tools for such analyses (that
we were aware of) did not meet our requirements. We have outlined a prototype
web-based tool that builds graph structures from data contained in databases
or files, and presents the graphs for visual exploration or algorithmic analysis.

The construction phase requires the user to define the variables that will
be used to form the graph nodes. While there may be certain definitions that
are logical or intuitive in the context of a particular database (for example, it
is probably intuitive to think of species as nodes when exploring a database of
wildlife observations), the nodes can in fact be an arbitrary combination of any
of the available variables. This is a powerful avenue for interaction and flexibility,
as allows the user to interpret the data from a variety of viewpoints, a key to
successful data mining [25].

One of the notable limitations of our current implementation is the require-
ment that attribute data be discrete. (Edges are only formed between nodes that
have an exact match in one or more attributes). Continuous attributes must be
discretised, which is both wasteful of information and can lead to different graph
structures with different choices of discretisation method. Discretisation is po-
tentially particularly problematic for Antarctic scientific data sets, which tend
not only to be relatively small but also sparse. Sparsity will lead to few exact
matches in discretised data, and to graphs that may have too few edges to con-
vey useful information. Future development will therefore focus on continuous
attribute data.
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The visualisation tool that we have discussed is best suited to relatively small
graphs. This is generally not an issue with Antarctic scientific data sets, which
tend to be of manageable size, but conventional data mining of very large data
sets would be problematic. Other visualisation tools, specifically designed for
large graphs (e.g. [18, 26, 27]) might be useful for visualising such graphs. FADE
[18] and MGV [26] use hierarchical views that can range from global structure
of a graph with little local detail, through to local views with full detail.

Many other packages for graph-based data exploration exist, and we have
incorporated the features of some of these into our design. The GGobi pack-
age [28] has a plugin that allows users to work directly with databases. GGobi
also ties into the open-source statistical package R to provide graph algorithms.
Zoomgraph [29] takes the same approach. This is one method of providing graph
algorithms without the cost of re-implementation. Another is simply to pass the
graph to the user, who can then use one of the many freely-available graph
software packages (e.g. [30–33]). Yet another approach, which we are currently
investigating, is the use of analytical web services. Our development has been
done in Coldfusion, which can make use of Java and can also expose any function
as a web service. This may allow us to deploy an existing Java graph library such
as Jung [33] as a set of web services. This approach would have the advantage
that external users could also make use of the algorithms, by passing their GXL
files via web service calls.
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Abstract. This paper aims to stimulate debate on a subject, which is rarely 

published about in the data mining and business domains. In it, we critically 
evaluate the project management utility of CRISP-DM and Data Mining 
Projects Methodology (DMPM) of SAS Institute, in a business decision-support 
environment. We describe the limited utility of both methodologies in a number 

of dimensions. The paper finally announces a research project which is creating 
a data mining project methodology, which offers improved project management 
utility. 

Key words: Business value, decision-making, solution execution, project management 

utility, Data Mining Projects Methodology, CRISP-DM, information discovery, 

knowledge development, concept drift. 

Introduction 

Data mining is a fusion of techniques from a number of specialised and diverse 

domains e.g. data management, machine learning, statistics, computing, visualisation, 

knowledge acquisition etc. (Han and Kamber 2001). Some business domain 

understanding and knowledge complement the expertise of the data miner in these 

domains.  

Business decision making is a fusion of principles and practise from the specialised 

and diverse domains of Information and Knowledge Management, Strategic 

Management, Cognitive Psychology, Operations Management, Project Management, 

Technology Management, Change Management, Risk Management, and business 

domain knowledge. The expertise of the business decision-maker in these domains 

may be complemented by some understanding and knowledge about data mining 
technology.  

The business decision-making process essentially is a knowledge developing 

business process, with a sequential application of interpretive, comparative, and 

decisive activities. The purpose of business knowledge development is developing 

executable solutions for business problems or business opportunities.  This knowledge 

development process progressively builds knowledge from information.  

Human cognition is the main tool in this knowledge developing process. However, 

the business decision-maker may depend on a supporting technology to provide 

informational input during any activity in this process. The potential for data mining 
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to be used as a tool for supporting the business decision-making process has been 

recognised for a number of years (Ganti, Gehrke et al. 1999; Hastie, Tibshirani et al. 

2001). The utility of the data mining tool set, is its ability to discover information, 

which was not discoverable using traditional analytics tools (Han and Kamber 2001, 

pp. xix, 4).  

Despite the potential for the output of data mining to support business decision-

making, data mining practitioners are still finding resistance to the uptake of data 

mining by the business community. Where it is taken up, data mining practitioners 
sometimes experience the non-utilisation of the data mining output by the business 

decision-maker for solution design. In worst cases, the business may base the design 

of a solution on inexecutable output of data mining, resulting in the failure of the 

business solution. Industry leaders (Fayyad 2004) (Pyle 2004, Rule 8) have identified 

the main cause of resistance to data mining and of its failure sometimes, as a 

communication gap between data mining experts and business domain experts. We 

list Pyle’s rules in the Appendix. 

The communication problem is rooted in the different skills bases of the two 

communities, and the different nature of their tools of trade. At best, the only overlap 

between the data miner and the business decision-maker’s skill sets, is their reciprocal 

non-expert understanding of each other’s domains and tools.  

A further cause identified in the literature for the non-uptake of data mining, the 
non-use of its results, and failing business solutions, is a preoccupied focus on the 

technology itself, instead of focusing on how the technology should support the 

business’s needs (Pyle 2004, Rules 3, 5).  

About four years ago, the data mining industry recognised these problems and their 

causes, and developed two major data mining project methodologies. They are Data 

Mining Projects Methodology (DMPM) (SAS Institute 2000), and CRISP-DM 

(Chapman, Clinton et al. 1999-2000). 

Data mining methodologies propose project management utility (Pyle 1999, p.10). 

(SAS Institute 2000, p.xi) (Chapman, Clinton et al. 1999-2000, p.3). Their purpose is 

to: 

o bridge the gap between the data mining and business communities; and to 
o provide practical guidance about key project decisions where data mining is used 

for business decision-support.  

In this paper, a corporate business manager, who is qualifying to become a data 

mining engineer, gives his views on the project management utility of these two 

methodologies, in the business decision-supporting environment. We present the 

views under seven headings. 

1 CRISP-DM: Distinction between Information and Knowledge 

We present the following practical distinctions between data, information, and 

knowledge: 

1. Data are the non-mentally recorded measurements about events, their 

connections and relationships (Pyle 1999, p.2). The origin of data is measurement 

and recording. An example of a tool for the recording of data, is a data base;
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2. Information is an entity which reduces uncertainty about a state or event (Lucas 

2000, p.26), and as such is a measurable signal that is either present or absent 

(Pyle 1999, pp.406ff.). The presence or absense of information, means that its 

origin is discovery. Data mining is a tool for discovering patterns of information 

(Ganti, Gehrke et al. 1999) Despite the common use of the term Knowledge 

Discovery in Databases (KDD) in the data mining literature e.g. (Han and 

Kamber 2001, pp.5ff.), there is sufficient evidence in the data mining literature 

itself, to say that what data mining discovers, resides at the level of information 
(Hastie, Tibshirani et al. 2001) (Pyle 1999, p.23 and Chapter 11). DMPM 

recognises this too (SAS Institute 2000);  

3. information on its own does not have executibility, and without executibility, it 

does not have business value (Meltzer 2000, p.1). Knowledge adds to the 

informational signal the insights and understanding about the causes and 

implications of the information (Kogut and Zander 1992). Knowledge is the 

executable know-how of the information – the which actions produce which 

results, and how and when to take them. (Zikmund 2003, p.21) (Pyle 1999, p.2). 

Developing knowledge from relevant information, constitutes the business value 

of that information (Grant 1996, p.375). In business, executable knowledge 

constitutes a solution for a problem or an opportunity; 

4. this invention or development of knowledge, is the result of human cognition 
(Gibson, Ivanchevich et al. 1991; Schön 1995; Lucas 2000, pp.26ff.). In business, 

this cognition takes place formaly in the knowledge developing business 

activities, which we described in the Introduction to this paper. 

CRISP-DM’s vocabulary is that data mining discovers knowledge. This is contra the 

above-said four concepts, and an oxymoron. When used in a data mining project 

methodology, such terminology indicates that the above distinctions are not supported 

by the project methodology. A project methodology which does not maintain the 

distinction between information and knowledge will be strained to offer project 

management utility in the business decision-support environment.  

A further result from such terminology is that it may lead to a perception of a 

professional threat among the less informed business community. The perceived 
threat is from a technology which develops knowledge, potentially replacing their 

professional cognitive skills.  

In both cases, the gap between the data mining and business communities has been 

perpetuated, by the very methodology, which is supposed to reduce the gap.  

DMPM maintains the distinction between information discovery and knowledge 

development. 

2 Diagnostic Technique for Defining Project Goals  

Business decision-makers nuance their use of decision supporting technologies. The 

nuancing depends on their perceptions about a business problem or opportunity, their 

goal with the problem or opportunity, and how they think the technology may support 

that goal. A practically way of nuancing the use of decision-support technology is: 
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1. the use of technology to discover information, which confirms or denies the 

existence of a potential problem or opportunity – the decision-maker suspects 

that there is a problem or an opportunity, and the goal is to seek information with 

which to confirm that suspicion. Confirmation of the suspicion is followed by; 

2. the use of technology to discover information about the main components of the 

problem. The goal of the decision-maker with the information is to infer from it 

an understanding about the nature of the problem or opportunity (Hastie, 

Tibshirani et al. 2001, p.99). Following successful understanding, the decision-
maker cognitively formulates a hypothesis - or hypotheses - about solving the 

problem or about realising the opportunity (Schön 1995). Successful hypothesis 

formulation is followed by; 

3. the use of technology with the goal of discovering information, which the 

decision-maker develops into knowledge, which supports or refutes the 

hypotheses about the solution or response. A supported hypothesis is followed 

by; 

4. the use of technology, for discovering information, with the goal of cognitively 

developing the supported hypothesis into executable knowledge, or a business 

solution; for which 

5. the use of technology with the goal to support the execution of the solution.  

Aligning the project’s goals with the business’s goals about a problem or opportunity 
is a necessary utility requirement for a decision-support project methodology. In 

complex BI situations, there can be multiple business goals – reflecting the above 

nuancing – which could result in a complex project goal structure, and a chain of 

supporting models (Wedel and Kamakura 2000, p.245).  

Both methodologies recognise the need for the project to produce results which 

best support the business’s goals (SAS Institute 2000, pp. 50, 24, 26, 111, 143) 

(Chapman, Clinton et al. 1999-2000, Business understanding section). Both 

methodologies have activity sets which formulate these business goals. In DMPM, it 

is Define the Business Problem, and in CRISP-DM, it is Business understanding. 

Both methodologies also distinguish between the use of data mining for supporting 

business decision-making, and the use of data mining as a tool for executing the 
business solution. This is apparent from CRISP-DM’s Deployment section (Chapman, 

Clinton et al. 1999-2000, pp.60ff.), and DMPM’s Implement in production section 

(SAS Institute 2000, pp.71ff.). 

Despite these provisions in both methodologies, our view is that neither has 

sufficient content about formulating the problem with the problem, and about 

formulating the what which is being pursued by the project (Pyle 2004, Rule 1). In

project management terminology, both methodologies lack diagnostic technique for 

formulating the decision-support goals about the business problem or opportunity, and 

for converting those into project goals (Chatfield and Johnson 2000, p.2) (Westphal 

and Blaxton 1998, Chapter 3) (Pyle 1999, pp.12-21).  

There are three unwanted results from this limitation. It does not communicate to 
the business community, the versatility of data mining in business decision-support 

across a spectrum of goals. The above five points is an example of a possible goal 

spectrum. This non-communication detracts from the methodologies’ utility as a 

communication instrument, and as a project methodology. The author believes that 
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this is one of the causes for the low uptake rate of the technology by business 

decision-makers.  

Second, where a business user does accept the methodologies’ project management 

utility at face value, it may result in the unawares ill-definition of a data mining 

project. This may be caused by an insufficient definition of the business goals about 

the problem, or by an insufficient definition of the supporting project goals. Such a 

project may be subsequently abandoned during the project evaluation phase, when 

deficiency is discovered in the results of the modeling. In fact, CRISP-DM actually 
makes provision for the abandonment of a project for this very reason (Chapman, 

Clinton et al. 1999-2000, p.57)!  

Three, where an organisation does not detect this ill-definition during an 

evaluation, and executes a business solution based on the output from the data mining, 

such a business solution is bound to fail. The fall-out from such failure, almost 

certainly will not distinguish between the data mining technology and its supporting 

project methodology, and will negatively affect the acceptance of data mining as a 

technology.

3 Bridging Technique Linking Data Mining Plan to Project Goals  

This point is about establishing a data mining plan, which supports the project’s goals. 

Technically, this section is about the absence of bridging techniques, for establishing 

a sufficient link between the data mining plan and the knowledge developing 

activities. Such links assure the formulation of a data mining plan, which directly 

supports the project’s goals, and indirectly supports the business goals (Cooley 2003, 
p.608).  

Such links should be established at each iteration within the project. In the event 

that a data mining project methodology comes into existence, which embeds multiple 

knowledge developing activities among their supporting data mining activities, there 

should be links at each interface of knowledge developing and information discovery 

activities. Such a methodology would greatly enhance its project management utility, 

if bridging techniques were offered for establishing the link. 

In the case of CRISP-DM and DMPM as they stand, the link would apply between 

the formulation of the data mining plan and DMPM’s Define the Business Problem, 

and in CRISP-DM’s Business understanding.  

We demonstrate the concept with an example from the CRM software industry. A 

CRM software vendor has a software product, and a project methodology for its 
implementation. The methodology purports to assure that once the CRM system is 

implemented, it will optimally support the business’s particular needs. The astute 

potential business client - who has already had a disappointing experience with the 

implementation of an ERP system - is cautious about the vendor’s project 

methodology assuring such a desirable result from a technology implementation. That 

potential client then asks the CRM vendor a question, possibly in a number of ways: 

what technique do you use in your project methodology, or what project activities do

you have, to assure that the CRM software is best configured for our needs? How do

you formulate the technical objectives and plan for software configuration? What is it 
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in our business goals, upon which you base the plan with the technology? The uptake 

and application – or not - of the CRM software by the client, will be quite dependent 

on satisfactorily answering these questions. The commercial uptake of data mining 

similarly is dependent on satisfactorily answering the same questions about its project 

methodologies. 

We systematically researched both methodologies for what could be termed a 

description of bridging technique. The search was for the use of the words objective,

goas, plan, and strateg*, within the context of the data mining itself, and not the 
project. The words objective, goal, plan and strategy are key words within the 

knowledge developing business activities (Pearce and Robinson 1991) (Kotler 1988). 

CRISP-DM (Chapman, Clinton et al. 1999-2000, Business understanding, subtask 

Determine data mining goals) bases the link on the business objectives/goals (pp. 17, 

18, 40), and the business success criteria (pp.17, 36, 69).  CRISP-DM’s bridging 

technique is translating these business objectives/goals into technical data mining 

goals (p.40). Our research results on telecommunication data, which are nearing 

publication, find this technique limiting, and finds any link to business success 

criteria unsuitable.  

In our interpretation of the results from the same search in DMPM (SAS Institute 

2000), we found no certain basis for a view, that the methodology links the data 

mining objective(s) / goals / plans / strateg* to the understanding about the 
objective(s) / goals / plans / strateg* of the business problem. The word plan is used 

once about the modeling plan (p.143) in a checklist, but what the plan’s base is, is not 

given. The word strateg* is not used once with reference to data mining or modeling. 

There is a data mining approach (p.50) but what its objective(s) / goals / plans / 

strateg* are, is not specified. DMPM assesses the model against business objectives 

(p.143), but there is nothing to suggest a linking with the data mining’s objective(s) / 

goals / plans / strateg* at the outset. DMPM applies data mining techniques to 

established business objectives (p.29); this gives a base, but the link to the model’s 

objective(s) / goals / plans / strateg* is not established. 

We could not find anything in the methodologies, which in our practical view can 

be considered a description of bridging technique. We acknowledge that the two 
project methodologies recognise the importance of the link, and even have the 

intention to establish such links, but such recognition is insufficient in practice (Pyle 

2004, Rule 7). This detracts from their decision-support project management utility.  

This deficiency perpetuates perceptions within the sceptical factions of the 

business community, that data mining is too complex to be linked to the business’s 

needs. In the event where a business uses one of the methodologies, it may result in 

the ill-definition of a data mining plan, with consequently disappointing results. 

4 Knowledge Developing Activities 

The success of any project, which combines decision-making with a supporting 

technology, depends on the execution of a process. This process consists of an 

interwoven chain of technical and cognitive activities. The purpose of that project is 
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to generate executable knowledge, and therefore a business solution for the problem 

or opportunity. We believe that this condition also applies to data mining projects.  

In the triangle in Figure 1 below, we visually express a practical view about the 

knowledge outputs, which are required from the project, for producing an executable 

business solution. These outputs are sequenced bottom-to-top. They incrementally 

add business value during the project, through generating knowledge about the project 

goals. The outputs dovetail with the problem nuancing we offered in section two. 

These knowledge outputs, and their added business value, are: 
o formulated hypotheses about the nature of the problem or opportunity and its 

solution; 

o knowledge about which data is relevant to mining about the problem, and 

about the signal it contains after we have prepared it; 

o discovered information, which will be developed into knowledge for 

hypothesis testing; 

o developed knowledge for hypotheses testing; 

o developed knowledge, which constitutes the executable solution for the 

problem or solution. 

In the previous section, we saw that both methodologies start with data mining 

activities, which develop knowledge about the business’s goals with the problem. 

Those data mining activities are represented in the right-hand column of Figure 1, by 
the data mining activity Formulate problem. We express our view, that the Formulate 

problem activities of both methodologies have insufficient content about developing 

knowledge in the form of hypotheses for problem understanding and solution 

development. We express that deficiency in the left-hand column of Figure 1, with the 

greyed rectangle containing Formulate hypotheses.

Both methodologies then develop a sequence of data mining task sets based on the 

output of Formulate problem. These activities and their sequence are the remaining 

data mining activities in the right-hand column of Figure 1. These data mining 

activities also include evaluation activities for the discovered information (Chapman, 

Clinton et al. 1999-2000, Evaluation) (SAS Institute 2000, Assess). Both 

methodologies terminate with the handing over of business reports, the 
operationalising of the models, and activities which express the need for developing 

monitoring and maintenance plans (Chapman, Clinton et al. 1999-2000, Deployment 

section) (SAS Institute 2000, Implement in Production and Review sections). 

We express our view that the information evaluating activities in both 

methodologies, have insufficient practical content about developing knowledge, 

which is suitable for hypothesis testing. We express that deficiency in the left-hand 

column of Figure 1, with the greyed rectangle containing Develop knowledge for 

understanding the problem and its solution, and test hypotheses.  

We saw in an earlier section, how utility in the business decision-support 

environment, is determined by executibility of results. Despite this, neither 

methodology contains any final activity, which can be said to produce executable 
business knowledge, and therefore an executable business solution. We express this 

deficiency in the greyed rectangle, containing the words Develop executable business 

knowledge. This state of affairs has been described as the minimisation of interaction 

between the data miners and the business people (Pyle 2004, Rule 8). 
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Knowledge  
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Develop knowledge for 
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Monitor and control

Formulate 

hypotheses

Formulate

problem

Figure 1: Incomplete knowledge development utility of CRISP-DM and DMPM 

We recognise the need for iteration in such projects, but this section of our article is 

particularly concerned with the absence of key activities, which are required to break 
the iteration cycle. 

Such incompleteness of utility by the project methodology means that: 

o the user community must depend on the data mining tool itself to reveal all (Pyle 

2004, Rule 4); 

o naïve users who depend on the methodologies for producing executable business 

results, may produce inexecutable results; 

o experienced decision-makers, will perceive the incompleteness as a lack of 

utility, which is required from decision-support project methodologies; 

o some business decision-makers, who are unable to distinguish between the 

technology and its project methodology, will perceive this incompleteness as 

incapacity of data mining itself, to contribute business value at all. 

The lack of knowledge developing business activities in CRISP-DM and DMPM, 
detract from their decision-support utility, and perpetuates the communication gap 

between the data mining community and the business community.  

5 Introducing New Business Domain Knowledge  

This is a distinct concept from both methodologies’ learning about other data mining 

solutions for similar problems. It is also distinct from technical myopia, which is 
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defining the problem in terms of what is familiar in the data (Pyle 2004, Rule 2). Our 

point in this section is about not defining the business problem in terms of what is 

familiar to the business.

New business domain knowledge represents the new repertoire of understanding 

and knowledge creation (Pyle 1999, p19). New business knowledge therefore makes 

the defining and execution of a data mining project possible, which produces 

breakthrough results.  

Neither methodologiy clearly recognises the need for a simultaneous injection of 
new business domain knowledge, with the application of data mining technology, for 

producing executable, breakthrough knowledge. Data mining used in combination 

with stale, familiar business knowledge, will result in the discovery of information, or 

the develpment of knowledge, which is insufficient for meeting the challenges 

business faces in a changing environment.  

The reason is that stale, existing business domain knowledge, has a limiting effect 

on humans’ perception of novelty, causing professional and organisational paradigm 

lock. A paradigm is the pervasive way of thinking within a group (McBurney and 

White 2004, p.20). It follows that paradigm lock is the inability of an organisation to 

recognise new problems or opportunties, and to solve or realise them. Paradigm lock 

prevents the formulation and execution of a data mining project with breakthrough 

potential.  
The effects of paradigm lock flow through the knowledge development process: 

o limiting the understanding about the business problem or opportunity;  

o restricting hypothesis formulation about a number of issues previously identified; 

o hampering the identification of information which is required for testing the 

hypotheses; 

o curtailing the identification of the relevant data which should be mined for this 

information;  

o preventing the recognition of hypothetically relevant information even if it were 

discovered (Lucas 2000, p.29); and 

o limiting cognition during knowledge development to what is familiar. 

We believe this to be a serious impairment to the decision support utility of both 
project methodologies.  

6 Project’s Output as Business Value Added 

The two methodologies under review, express the output of the project as either 
discovered knowledge (Chapman, Clinton et al. 1999-2000) or discovered 

information (SAS Institute 2000). Such terminology does not communicate the results 

of a data mining project in terms of business value added, and therefore as beneficial 

to the business.  

In a previous section, we explained how embedding knowledge developing 

activities within data mining project methodologies, would progressively add business 

value within the project. Such an embedding will benefit the methodologies in a 

further way; it will enable the communication of the outputs of the data mining 

project, in terms of progressively developed business value, which are the benefits to 
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the organisation. Communicating the output of data mining projects in terms of their 

benefits to business, will greatly enhance the uptake of data mining by business.  

The consequences of the current state of the methodologies, first is that business 

decision-makers who already suffer from information overload, may perceive data 

mining projects as adding to that overload, instead of making sense of information. 

Second, the perception will continue within resistant sectors of the business 

community, that the outputs of data mining projects are too complex for development 

into executable solutions, and therefore added business value. It is our view that these 
perceptions in business are negatively affecting the uptake of the technology by the 

business community.  

Embedding knowledge developing activities within data mining project 

methodologies, will greatly improve the utility of the methodologies as 

communication tools, and will advance the uptake of data mining projects by the 

business community. 

7 Detail on Monitor and Control 

Monitor and control is a very important concept in both the data mining and business 

literature. Its importance derives from its assurance of the ongoing relevance of 

solutions, in a changing environment. We have already mentioned that both 

methodologies have activities for monitoring and controlling. Practically however, in 

both methodologies little more is accomplished than statements that a monitoring plan 

should be developed. Neither methodology contains substance, about which we can 

say, that it formulates a monitoring plan.  
It is the writer’s opinion, that the utility of both methodologies will be enhanced, 

by drawing on concepts, vocabulary, and practice about monitoring and control, from 

both the business and the concept drift literature. Both bodies of literature are well-

established. The concept drift literature dates back to the mid 80’s (Michalski 1987; 

Widmer and Kubat 1993; Helmhold and Long 1994; Agrawal and Psaila 1995; 

Harries and Horn 1996; Lanquillon 1999; Klinkerberg and Joachims 2000; Klapper-

Rybicka, Schraudolph et al. 2001; Jacobs and Blockeel 2002). A useful data mining 

methodology should then include an activity, with substance for developing an actual 

Monitor and control plan. 

The monitoring section should also include caveats about interpreting the 

measurements of the monitored parameters, in open problem environments, where not 

all the influencing factors are captured in the data. The business application of data 
mining projects mostly falls into this category. 

The current state of DMPM and CRISP-DM, assume that a sufficient monitoring 

plan can - and will indeed - be developed. Considering the complexities of the 

technology and the knowledge developing activities, and of their interface, the 

creation of a monitoring plan should not be assumed by any project methodology.  

Without an activity for developing a monitoring plan, any data mining project 

methodology is incomplete. This incompleteness will detract from the utility of such a 

project methodology. The current incomplete condition of CRISP-DM and DMPM, 

leaves the business community ill at ease about the data mining community’s 
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appreciation of the importance of monitoring and control in business solution 

administration. This perception may perpetuate the resistance of the business 

community to applying data mining technology. 

Conclusion and Future Work 

This paper concludes that a number of factors compromise the business decision-

support project management utility of DMPM and CRISP-DM. As a result, the 

business community cannot fully depend on the execution of the results, which these 

methodologies produce.  At the time of their publication, both CRISP-DM and 

DMPM presented vast improvement over the status ante. However, we prognose that 

as the business community becomes more educated about data mining, the state of the 

data mining methodologies will increasingly become a limiting factor in the uptake of 
data mining as a business decision support tool. 

The candidate’s research aims to address the limitations of the two methodologies, 

which we evaluated in this article. This research develops a data mining project 

methodology, which: 

o nuances the understanding of the business problem; 

o embeds the value adding business knowledge developing activities within a data 

mining methodology; 

o offers a reinterpretation of the sequence of data mining tasks;  

o utilises the introduction of new business domain knowledge for developing 

breakthrough solutions; 

o defines a bridging technique between the data mining activities and the business 
knowledge development activities; 

o expresses its output as accrued business value added; and 

o adds a Monitor and control activity, which uses principles and practise of the 

concept drift literature, to formulate a monitoring plan. 
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 Appendix 

Table 1: Pyle's nine rules for failure 

Rule 

number 
Rule 

1 Jump right in 

2 Frame the problem in terms of the data 

3 Focus only on the most obvious ways to frame the problem 

4 Rely on your own judgment 

5 Find the best algorithms 

6 Rely on memory 

7 Intuition is more important than standard practice 

8 Minimize interaction between miners and business managers 

9 Minimize data preparation 
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Abstract. It is estimated that between 80% and 90% of governmental
and business data collections contain address information. Geocoding –
the process of assigning geographic coordinates to addresses – is becom-
ing increasingly important in many application areas that involve the
analysis and mining of such data. In many cases, address records are
captured and/or stored in a free-form or inconsistent manner. This fact
complicates the task of robustly matching such addresses to spatially-
annotated reference data. In this paper we describe a geocoding system
that is based on a comprehensive high-quality geocoded national address
database. It uses a learning address parser based on hidden Markov mod-
els to separate free-form addresses into components, and a rule-based
matching engine to determine the best set of candidate matches to a
reference file. The geocoding software modules are implemented (as part
of the Febrl open source data linkage system) in the object-oriented lan-
guage Python, which allows rapid prototype development and testing.

Keywords: Data mining preprocessing, geocoding, spatial data analysis,
data linkage, data cleaning, indexing, G-NAF, hidden Markov model.

1 Geocoding

Increasingly, many data mining and data analysis projects need information
from multiple data sources to be integrated, matched, combined or linked in
order to enrich the available data and to allow more detailed analysis. The
aim of such linkages is to merge all records relating to the same entity, such
as a patient, customer or business. Most of the time the linkage (or matching)
process is challenged by the lack of a common unique entity identifier, and thus
becomes non-trivial [3, 8, 15]. In such cases, the available partially identifying
information – like names, addresses, and dates of birth – is used to decide if
two (or more) records correspond to the same entity. This process is compute
intensive, and linking todays large data collections becomes increasingly difficult
using traditional linkage techniques.

⋆ Corresponding author
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A special case of linkage is geocoding, the matching of a data source with
geocoded reference data (which is made of cleaned and standardised records
containing address information plus their geographical location). The US Federal
Geographic Data Committee estimates that geographic location is a key feature
in 80% to 90% of governmental data collections [14]. In many cases, addresses
are the key to spatially enable data. The aim of geocoding is to generate a
geographical location (longitude and latitude) from street address information
in the data source. Once geocoded, the data can be used for further processing,
in spatial data mining [6] projects, and it can be visualised and combined with
other data using Geographical Information Systems (GIS).

The applications of spatial data analysis and mining are widespread. In the
health sector, for example, geocoded data can be used to find local clusters of
disease. Environmental health studies often rely on GIS and geocoding software
to map areas of potential exposure and to locate where people live in relation to
these areas. Geocoded data can also help in the planning of new health resources,
e.g. additional health care providers can be allocated close to where there is an
increased need for services. An overview of geographical health issues is given
in [1]. When combined with a street navigation system, accurate geocoded data
can assist emergency services find the location of a reported emergency (for
example, if a caller reports an incomplete or unclear address).

Geocoded customer data, combined with additional demographic data, can
help businesses to better plan marketing and future expansion, and the analysis
of historical geocoded data, for example, can show changes in their customer
base. Within census, geocoding can be used to assign people or households to
small area units, for example census collection districts, which are then the basis
of further statistical analysis.

There are two basic scenarios for geocoding user data. In the first, a user
wants to automatically geocode a data set. The geocoding system should find
the best possible match for each record in the user data set without human in-
tervention. Each record needs to be attributed with the corresponding location
plus a match status which indicates the accuracy of the match obtained (for
example an exact address match, or a street level match, or a postcode level
match). This scenario might become problematic if the user data is not of high
quality, and contains records with missing, incorrect or out-of-date address in-
formation. Typographical errors are common with addresses, especially when
they are recorded over the telephone or from hand-written forms. As reported
in [11], a match rate of 70% successfully geocoded records is often considered
an acceptable result. In the second scenario a user wants to geocode a single
address that may be incomplete, erroneous or unformatted. The system should
return the location if an exact match can be found, or alternatively a list of
possible matches, together with a matching status and a likelihood rating. This
geocoding of a single record should be done in (near) real time (i.e. less than a
couple of seconds response time) and be available via a suitable user interface
(e.g. a Web site).
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Fig. 1. Example geocoding using property parcel centres (numbers 1 to 7) and street
reference file centreline (dashed line and numbers 8 to 13, with the dotted lines corre-
sponding to a global street offset).

Standard data (or record) linkage techniques [3, 8, 15], where the aim is to link
(or match) together all records belonging to the same entity, normally classify
compared record pairs into one of the three classes links, non-links and possi-
ble links, with the latter class containing those record pairs for which human
oversight, also known as clerical review, is needed to decide their final linkage
status. Often no additional information is available so the clerical review process
becomes one of applying human intuition, experience or common sense to the
decision based on available data. This is similar to the second geocoding scenario
described above, where the user is presented with a selection of possible matches
(sorted according to their matching status and likelihood rating).

Many GIS software packages provide for street level geocoding. As a recent
study shows [2], substantial differences in positional error exist between addresses
which are geocoded using street reference files (containing geographic centreline
coordinates, street numbers and names, and postcodes) and the corresponding
true locations. The use of point property parcel coordinates (i.e. the centres or
centroids of properties), derived from cadastral data, is expected to significantly
reduce these positional errors. Figure 1 gives an illustrative example. Even small
discrepancies in geocoding can result in addresses being assigned to, for example,
different census collection districts, which can have huge implications when doing
small area analysis. A comprehensive property based database is now available
for Australia: the Geocoded National Address File (G-NAF). It is presented in
details in Section 1.1.

We give an overview of our geocoding system in Section 2. The two central
technical issues for a geocoding system are (1) the accurate and efficient matching
of user input addresses with the address information stored in the geocoded
reference data, and (2) the efficient retrieval of the address location (longitude
and latitude) of the matched geocoded records. In order to achieve accurate
match results, addresses both in the user data set and the geocoded reference
data need to be cleaned and standardised in the same way. We cover this issue
in more details in Section 2.1. Address locations can efficiently be retrieved from
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Fig. 2. Simplified G-NAF data model (10 main files only). Links 1–n denote one-to-
many, and links 1–1 denote one-to-one relationships.

the geocoded reference data by converting the traditional database tables (or
files) into inverted indexes, as presented in Section 2.2. The geocode matching
engine is the topic of Section 3, with some initial experimental results presented
in Section 4, and conclusions and an outlook to future work is given in Section 5.

1.1 G-NAF – A Geocoded National Address File

In many countries geographical data is collected by various state and territory
agencies. In Australia, for example, each state and territory have their own gov-
ernmental agency that collect data to be used for land planning, as well as
property, infrastructure or resource management. Additionally, national organ-
isations like post and telecommunications, electoral rolls and statistics bureaus
collect their own data. All these data sets are collected for specific purposes,
have varying content and are stored in different formats.

The need for a nation-wide, standardised and high-quality geocoded data set
has been recognised in Australia since 1990 [11], and after years of planning,
collaborations and development the G-NAF was first released in March 2004.
Approximately 32 million address records from 13 organisations were used in a
five-phase cleaning and integration process, resulting in a database consisting of
22 normalised files (or tables). Figure 2 shows the simplified data model of the
10 main G-NAF files.

G-NAF is based on a hierarchical model, which stores information about ad-
dress sites separately from locations and streets. It is possible to have multiple
geocoded locations for a single address, and vice versa, and aliases are available
at various levels. Three geocode files contain location (longitude and latitude) in-
formation for different levels. If an exact address match can be found, its location
can be retrieved from the ADDRESS SITE GEOCODE file. If there is only a match
on street level (but not street number), the STREET LOCALITY GEOCODE file will
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Table 1. Characteristics of the 10 main G-NAF files (NSW data only).

G-NAF data file Numbers of records Keys (persistent
and attributes identifiers)

ADDRESS ALIAS 289,788 / 6 PRINCIPAL PID
ALIAS PID

ADDRESS DETAIL 4,145,365 / 28 GNAF PID
LOCALITY PID

STREET PID
ADDRESS SITE PID

ADDRESS SITE 4,096,507 / 6 ADDRESS SITE PID
ADDRESS SITE GEOCODE 3,336,778 / 12 ADDRESS SITE PID
LOCALITY 5,017 / 7 LOCALITY PID
LOCALITY ALIAS 700 / 5 LOCALITY PID

ALIAS PID
LOCALITY GEOCODE 4,978 / 11 LOCALITY PID
STREET 58,083 / 6 STREET PID
STREET LOCALITY ALIAS 5,584 / 6 STREET PID

LOCALITY PID
STREET LOCALITY GEOCODE 128,609 / 13 STREET PID

LOCALITY PID

provide an overall street geocode. Finally, if no street level match can be found
the LOCALITY GEOCODE file contains geocode information for localities (e.g. towns
and suburbs). Both the STREET LOCALITY GEOCODE and LOCALITY GEOCODE files
also contain information about the extent of streets and localities.

For our project we only used the G-NAF records covering the Australian state
of New South Wales (NSW), containing around 4 million address, 60,000 street
and 5,000 locality records. Table 1 gives an overview of the size and content of
the 10 main G-NAF data files used.

2 System Overview

The geocoding system presented in this paper is part of the Febrl (Freely Ex-
tensible Biomedical Record Linkage) data linkage system [3, 7], that contains
modules to clean and standardise data sets which can contain names, addresses
and dates; and link and deduplicate such cleaned data. An overview of the Febrl
geocoding system is shown in Figure 3. The geocoding process can be split into
the preprocessing of the G-NAF data files (which is described in detail in Sec-
tions 2.1 and 2.2), and the matching with user-supplied addresses as presented
in Section 3.

The preprocessing step takes the G-NAF data files and uses the Febrl address
cleaning and standardisation routines to convert the detailed address values
(like street names, types and suffixes, house numbers and suffixes, flat types
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Fig. 3. Overview of the Febrl geocoding system.

and numbers, locality names, postcodes, etc.) into a form which makes them
consistent with the user data after Febrl standardisation. Note that the G-NAF
data files already come in a highly standardised form, but the finer details, for
example how whitespaces within locality names are treated, make the difference
between successful or failed matching. The cleaned and standardised reference
records are then inserted into a number of inverted index data structures.

Additional data used in the preprocessing step are a postcode-suburb look-
up table which is publicly available, and which can be used to impute missing
postcodes or suburb values in the G-NAF locality files; and a table extracted from
a commercial GIS system containing postcode and suburb boundary information,
which is used to create neighbouring region look-up tables.

The geocode matching engine takes as input the inverted indexes and the
raw user data, which is cleaned and standardised before geocoding is attempted.
As shown in Figure 3, the user data can either be loaded from a data file,
geocoded and then stored back into a data file, or it can be passed as one or
more address(es) to the geocoding system and returned via a Web interface.

The complete Febrl system, including the geocoding and Web server mod-
ules, is implemented in the object-oriented open source language Python1, which
allows rapid prototype development and testing.

2.1 Probabilistic Address Cleaning and Standardisation

The first crucial step when processing both the geocoded reference files and the
user data is the cleaning and standardisation of the data (i.e. addresses) used
for geocoding. It is commonly accepted that real world data collections contain
erroneous, incomplete and incorrectly formatted information. Data cleaning and
standardisation are important preprocessing steps for successful data linkage and
before including such data in a data warehouse for further analysis [13]. Data may
be recorded or captured in various, possibly obsolete, formats and data items may

1 http://www.python.org
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be missing, out-of-date, or contain errors. The cleaning and standardisation of
addresses is especially important for data linkage and geocoding so that accurate
matching results can be achieved.

The main task of cleaning and standardising addresses is the conversion of
the raw input data into well defined, consistent forms and the resolution of
inconsistencies in the way address values are represented or encoded. Rule-based
data cleaning and standardisation is currently used by many commercial systems
and is cumbersome to set up and maintain, and often needs adjustments for
new data sets. We have recently developed (and implemented within Febrl) new
probabilistic techniques [4] based on hidden Markov models (HMMs) [12] which
achieved better address standardisation accuracy and are easier to set-up and
maintain compared to popular commercial linkage software.

A HMM is a probabilistic finite-state machine consisting of a set of obser-
vation or output symbols, a finite set of discrete, hidden (unobserved) states, a
matrix of transition probabilities between those hidden states, and a matrix of
probabilities with which each hidden state emits an observation symbol [12] (this
emission matrix is also called an observation matrix ). In our case, the hidden
states of the HMM correspond to the output fields of the standardised addresses.

The Febrl approach to address cleaning and standardisation consist of the
following three steps.

1. The user input addresses are cleaned. This involves converting all letters to
lower-case, removing certain characters (like punctuations), and converting
various sub-strings into their canonical form, for example ’c/-’, ’c/o’ and
’c.of ’ would all be replaced with ’care of’. These replacements are based on
user-specified and domain specific substitution tables. Note that these sub-
stitution tables can also contain common misspellings for street and locality
names, for example, and thus help to increase the matching quality.

2. The cleaned input strings are split into a list of words, numbers and charac-
ters, using whitespace marks as delimiters. Look-up tables and some hard-
coded rules are then used to assign one or more tags to the elements in this
list. These tags will be the observation symbols in the HMM used in the next
step.

3. The list of tags is given to a HMM, and assuming that each tag (obser-
vation symbol) has been emitted by one of the hidden states, the Viterbi
algorithm [12] will find the most likely path through the HMM, and the cor-
responding hidden states will give the assignment of the elements from the
input list to the output fields.

Consider for example the address ’73 Miller St, NORTH SYDENY 2060’, which
will be cleaned (SYDENY corrected to sydney), split into a list of words and
numbers, and tagged in steps one and two. The resulting lists of words/numbers
and tags looks as follows.

[’73’, ’miller’, ’street’, ’north sydney’, ’2060’]

[’NU’, ’UN’, ’WT’, ’LN’ , ’PC’ ]

with ’NU’ being the tag for numbers, ’UN’ the tag for unknown words (not found
in any look-up table or covered by any rule), ’WT’ the tag for a word found in
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the wayfare (street) type look-up table, ’LN’ the tag for a sequence of words
found to be a locality name, and ’PC’ the tag for a known postcode.

In the third step the tag list is given to a HMM (which has previously been
trained using similar address training data), and the Viterbi algorithm will re-
turn the most likely path through the HMM which will correspond to the fol-
lowing sequence of output fields.

’street number’: ’73’

’street name’: ’miller’

’street type’: ’street’

’locality name’: ’north sydney’

’postcode’: ’2060’

Details about how to efficiently train the HMMs for address (as well as name)
standardisation, and experiments with real-world data are given in [4]. Training
of the HMMs is quick and does not require any specialised skills. For addresses,
our HMM approach produced equal or better standardisation accuracies than a
widely-used rule-based system.

2.2 Processing the G-NAF Files

Processing the G-NAF data files consists of two steps, the first being the cleaning
and standardisation as described above, and the second being the building of
inverted indexes. Such an inverted index is a keyed hash-table in which the
keys are the values from the cleaned G-NAF data files, and the entries in the
hash-table are sets with the corresponding PIDs (persistent identifiers) of the
values. For example, assume there are four records in the LOCALITY file with the
following content (the first line is a header-line with the attribute names).

locality_pid, locality_name, state_abbrev, postcode

60310919, sydney, nsw, 2000

60709845, north_sydney, nsw, 2059

60309156, north_sydney, nsw, 2060

61560124, the_rocks, nsw, 2000

The inverted indexes for the three attributes locality name, state abbrev and
postcode then are (square brackets denote lists and round brackets denote sets):

locality_name_index = [’north_sydney’:(60709845,60309156),

’sydney’:(60310919),

’the_rocks’:(61560124)]

state_abbrev_index = [’nsw’:(60310919,60709845,60309156,61560124)]

postcode_index = [’2000’:(60310919,61560124),

’2059’:(60709845),

’2060’:(60309156)]

The matching engine then finds intersections of the inverted index sets for the
values in a given record. For example, a postcode value ’2000’ would result in
a set of PIDs (60310919,61560124), and when intersected with the PIDs for
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Table 2. G-NAF attributes used for geocode matching.

G-NAF data file Attributes used

ADDRESS DETAIL flat number prefix, flat number, flat number suffix,
flat type, level number, level type, building name,
location description, number first prefix,
number first, number first suffix, number last prefix,
number last, number last suffix, lot number prefix,
lot number, lot number suffix

LOCALITY ALIAS locality name, postcode, state abbrev
LOCALITY locality name, postcode, state abbrev
STREET street name, street type, street suffix
STREET LOCALITY ALIAS street name, street type, street suffix

locality name value ’the rocks’, would result in the single PID set (61560124)
which corresponds to the original record. The location of this PID can then
be look-up in the corresponding G-NAF geocode index. Table 2 shows the 23
attributes for which inverted indexes are built.

2.3 Additional Data Files

Additional information is used in the Febrl geocoding system during the prepro-
cessing step to verify and correct (if possible) postcode and locality name values,
and in the matching engine to enable searching for matches in neighbouring re-
gions (postcodes and suburbs) if no exact match can be found.

Australia Post publishes a look-up table containing postcode and suburb in-
formation2, which can be used when processing the G-NAF locality files to verify
and even correct wrong or missing postcodes and suburb names. For example,
if a postcode is missing in a record, the Australia Post look-up table can be
used to find the official postcode(s) of the suburb in this record, and if this is
a unique postcode it can be safely imputed into the record. Similarly, missing
suburb names can be imputed if they correspond to a unique postcode.

Other look-up tables are used to find neighbouring regions for postcodes and
suburbs, i.e. for a given region these tables contain all its neighbours. These
look-up tables are created using geographical data extracted from a commercial
GIS system, and integrated into the Febrl geocode matching engine.

Look-up tables of both direct and indirect neighbours (i.e. neighbours of di-
rect neighbours) are used in the geocode matching engine to find matches in
addresses where no exact postcode or suburb match can be found. Experience
shows that people often record different postcode or suburb values if a neigh-
bouring postcode or suburb has a higher perceived social status (e.g. ’Double
Bay’ and ’Edgecliff’), or if they live close to the border of such regions.

2 http://www.auspost.com.au/postcodes/
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3 Geocode Matching Engine

Febrl ’s geocode matching engine is based on the G-NAF inverted index data,
and takes a rule-based approach to find an exact match or alternatively one or
more approximate matches. Its input is a cleaned and standardised user record.

The matching engine tries to find an exact match first, but if none can be
found it extends its search to neighbouring postcode and suburb regions. First
direct neighbouring regions (level 1) are searched, then direct and indirect neigh-
bouring regions (level 2), until either an exact match or a set of approximate
matches can been found. In the latter case, either a weighted average location
over all the found matches is returned, or a ranked (according to a likelihood
rating) list of possible matches. The following steps explain in more detail (but
still on a high conceptual level) how the matching engine works.

1. Find the set of address level matches (using street number and suffix) and
the set of street level matches (using street name and type).

2. Find common matches between street and address levels (using set intersec-
tion).

3. Set the neighbour search level to 0 (no neighbouring regions are searched).
4. Find the locality match set (using locality name, qualifier and postcode)

according to the current value of the neighbour search level. Postcode infor-
mation is only used if no other locality information is available.

5. Find common matches between locality and address level, and between lo-
cality and street level (using set intersections).

6. If no matches between locality and address, and locality and street were
found, increase the neighbour level (up to a maximum of 2) and jump back
to step 4.

7. If matching records have been found, try to refine the match set using the
postcode value (only if the postcode has not been used for the locality
matches in step 4), as well as unit, flat and building (or property) infor-
mation (if such information is available in the record).

8. If matches between street and address, or locality and address have been
found, get their coordinates from the address geocode index. If only one
match has been found, or if all found matches have the same location (this
might be due to several G-NAF records corresponding to the same building)
return the found location (longitude and latitude) together with an ’exact

address match’ status. If more than one match with different locations
have been found then calculate the average location and return it together
with an ’average address match’ status.

9. If no address level match has been found use the street level match set. If
only one match has been found or if all matches have the same location
return the found location together with an ’exact street match’ status.
If several street matches with different location were found return a ’many

street match’ status and the list of found PIDs.
10. If no street level match has been found use the locality level match set. If only

one match has been found or if all matches have the same location return the
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Table 3. Matching results for geocoding 10,000 free-form LPI address records.

Match status Number of records Percentage

Exact address level match 7,288 72.87 %
Average address level match 213 2.13 %
Exact street level match 1,290 12.90 %
Many street level match 154 1.54 %
Exact locality level match 917 9.17 %
Many locality level match 135 1.35 %
No match 3 0.03 %

found location together with an ’exact locality match’ status. If several
locality matches with different location were found return a ’many locality

match’ status and the list of found PIDs.
11. If no match was found return a ’no match’ status.

Geocoding of multiple addresses is an iterative process where each record is first
cleaned and standardised, then geocoded and written into an output data set
with coordinates and a match status added to each record.

4 Experimental Results

We have run experiments with geocoding various data sets. In this section we
present initial results of geocoding a NSW Land and Property Information data
set containing 10,000 randomly selected free-form addresses (from a data set
containing around 2.7 million records). Table 3 shows the matching results. A
total of 94.94% exact matches could be found at different levels. A closer analysis
of the results showed that for 456 records no exact address match was found due
to missing coordinates in the ADDRESS SITE GEOCODE file (i.e. our G-NAF data
set did not have coordinates for these addresses). With better quality of future
G-NAF releases we can therefore expect improved matching qualities.

Using a SUN Enterprise 450 shared memory (SMP) server with four 480
MHz Ultra-SPARC II processors and 4 Giga Bytes of main memory, it took
23 minutes and 50 seconds to geocode the 10,000 address records, which is an
average of 143 milli-seconds per record.

5 Conclusions and Future Work

In this paper we have described a geocoding system based on a geocoded national
address file. We are currently evaluating and improving this system using raw
uncleaned addresses taken from various administrative health related data sets.
We are also planning to compare the accuracy of our geocoding system with
commercial street level based GIS systems, and similar to [2] we expect more
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accurate results. We are also fully integrating our geocoding system into the
Febrl data linkage system [3, 7] and will publish it under an open source software
license later this year.

Our main future efforts will be directed towards the refinement of the geocode
matching engine to achieve more accurate matching results, as well as improving
the performance of the matching engine (i.e. reducing the time needed to match
a record). Three other areas of future work include:

– The Febrl standardisation routines currently return fields (or attributes)
which are different from the ones available in G-NAF. This makes it necessary
to map Febrl fields to G-NAF fields within the geocode matching engine.
Better would be if the Febrl standardisation returns the same fields as the
ones available in G-NAF, resulting in explicit field by field comparisons. We
are planning to modify the necessary Febrl standardisation routines.

– Currently both the G-NAF preprocessing and indexing, as well as the geocode
matching engine work in a sequential fashion only. Due to the large data files
involved parallel processing becomes desirable. In the preprocessing step, the
G-NAF data files can be processed independently or in a blocking fashion
distributed over a number of processors, with only the final inverted indexes
that need to be merged. Geocoding of a large user data file can easily be
done in parallel as the cleaning, standardisation and matching of each record
is independent from all others. An additional advantage of parallelisation is
the increased amount of main memory available on many parallel platforms.
We are planning to explore such parallelisation techniques and implement
them into the Febrl system to allow faster geocoding of larger data sets. Ad-
ditional performance improvements can be achieved by profiling and then
replacing the core computational routines in the matching engine with C or
C++ code.

– Geocoding uses identifying information (i.e. addresses) which raises privacy
and confidentiality issues. Organisations that collect sensitive health data
(e.g. cancer registries) cannot send their data to a geocoding service as this
results in the loss of privacy for individuals involved. Methods are desirable
which allow for privacy preserving geocoding of addresses. We aim to develop
such methods based on techniques recently developed for blindfolded data
linkage [5, 9, 10].

Acknowledgements

This work is funded by the NSW Department of Health, Centre for Epidemiology
and Research. The authors would like to thank David Horgan (student at the
University of Queensland) who worked on a first version of this system while he
was a summer student at the ANU. The authors also wish to thank PSMA for
providing the G-NAF data files.

Australiasian Data Mining Conference AusDM04

122



References

1. Boulos, M.N.K.: Towards evidence-based, GIS-driven national spatial health
information infrastructure and surveillance services in the United Kingdom.
International Journal of Health Geographics 2004, 3:1. Available online at:
http://www.ij-healthgeographics.com/content/3/1/1

2. Cayo, M.R. and Talbot, T.O.: Positional error in automated geocoding of residen-
tial addresses. International Journal of Health Geographics 2003, 2:10. Available
online at: http://www.ij-healthgeographics.com/content/2/1/10

3. Christen, P., Churches, T. and Hegland, M.: A Parallel Open Source Data Linkage
System. Proceedings of the 8th PAKDD’04 (Pacific-Asia Conference on Knowledge
Discovery and Data Mining), Sydney. Springer LNAI-3056, pp. 638–647, May 2004.

4. Churches, T., Christen, P., Lim, K. and Zhu, J.X.: Preparation of name and ad-
dress data for record linkage using hidden Markov models. BioMed Central Med-
ical Informatics and Decision Making 2002, 2:9, Dec. 2002. Available online at:
http://www.biomedcentral.com/1472-6947/2/9/

5. Churches, T. and Christen, P.: Some methods for blindfolded record linkage.
BioMed Central Medical Informatics and Decision Making 2004, 4:9, June 2004.
Available online at: http://www.biomedcentral.com/1472-6947/4/9/

6. Ester, M., Kriegel, H.-P. and Sander, J.: Spatial Data Mining: A Database Ap-
proach, Fifth Symposium on Large Spatial Databases (SSD’97). Springer LNCS
1262, pp. 48–66, 1997.

7. Freely extensible biomedical record linkage (Febrl) project web page,
URL: http://datamining.anu.edu.au/linkage.html

8. Fellegi, I. and Sunter, A.: A Theory for Record Linkage. Journal of the American
Statistical Society, 1969.

9. Hok, P.: Development of a Blind Geocoding System. Honours thesis, Department
of Computer Science, Australian National University, Canberra, November 2004.

10. O’Keefe, C.M., Yung, M., Gu, L. and Baxter, R.: Privacy-Preserving Data Link-
age Protocols. Proceedings of the Workshop on Privacy in the Electronic Society
(WPES’04). Washington, DC, October 2004.

11. Paull, D.L.: A geocoded National Address File for Australia: The G-NAF What,
Why, Who and When? PSMA Australia Limited, Griffith, ACT, Australia, 2003.
Available online at: http://www.g-naf.com.au/

12. Rabiner, L.R.: A Tutorial on Hidden Markov Models and Selected Applications in
Speech Recognition. Proceedings of the IEEE, vol. 77, no. 2, Feb. 1989.

13. Rahm, E. and Do, H.H.: Data Cleaning: Problems and Current Approaches. IEEE
Data Engineering Bulletin, 2000.

14. US Federal Geographic Data Committee. Homeland Security and Geographic In-
formation Systems – How GIS and mapping technology can save lives and protect
property in post-September 11th America. Public Health GIS News and Informa-
tion, no. 52, pp. 21–23, May 2003.

15. Winkler, W.E.: The State of Record Linkage and Current Research Problems.
RR99/03, US Bureau of the Census, 1999.

Australiasian Data Mining Conference AusDM04

123



Australiasian Data Mining Conference AusDM04

124



Mining Optimal Item Packages using Mixed Integer 

Programming 

N R Achuthan1  Raj P. Gopalan2  Amit Rudra3

1Department of Mathematics and Statistics 
Curtin University of Technology, Kent St, Bentley WA 6102, Australia  

archi@maths.curtin.edu.au 
2Department of Computing 

Curtin University of Technology, Kent St, Bentley WA 6102, Australia  
raj@cs.curtin.edu.au 

3School of Information Systems 
Curtin University of Technology, Kent St, Bentley WA 6102, Australia  

Amit.Rudra@cbs.curtin.edu.au 

Abstract.  Traditional methods for discovering frequent patterns from large 
databases are based on attributing equal weights to all items of the database. In 
the real world, managerial decisions are based on economic values attached to 
the item sets. In this paper, we introduce the concept of the value based frequent 
item packages problems. Furthermore, we provide a mixed integer linear 
programming (MILP) model for value based optimization problem in the 
context of transaction data. The problem discussed in this paper is to find an 
optimal set of item packages (or item sets making up the whole transaction) that 
returns maximum profit to the organization under some limited resources.  The 
specification of this problem opens the way for applying existing and new 
MILP solution techniques to deal with a number of practical decision problems.  
The model has been implemented and tested with real life retail data.  The test 
results are reported in the paper. 

1. Introduction 

With the proliferation of data available to an organization from day to day 
operations, the prospect of finding hidden nuggets of knowledge has greatly increased 
[19].  Traditional inventory systems help a retailer to keep track of what items are 
required to be stocked and when to replenish specific items.  The issue these days is 
not just replenishing the stock on the shelves but also to group them according to their 
perceived association with items that attract the attention of the customer.  Using past 
sales of frequent items and the association among them can be determined efficiently 
by current algorithms.  The methods for finding the frequent patterns involve different 
types of partial enumeration schemes where all items are given equal importance. 
However, in most business environments, items are associated with varying values of 
price, cost, and profit. So, the relative importance of items differs significantly. 
Kleinberg et al. [1] noted that frequent patterns and association rules extracted from 
real life data would be of use to business organizations only if they are addressed 
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within the microeconomic context of the business.  Brijs et al. [2] suggest that 
patterns in the data are interesting only to the extent to which they can be used in the 
decision making process of the enterprise. For example, the management of a 
supermarket may be interested in selecting packages of items that generate the 
maximum profit and requires physical storage space within certain limits. Another 
example is finding association rules where the items are most profitable or have the 
lowest margin.  

Many such real-world problems can be expressed as optimization problems that 
maximize or minimize a real valued function. In this paper, we will focus on one such 
optimization problem in the context of transaction data and refer to it as value based 

frequent item packages problem. A package consists of items that are usually sold
together. The aim is to find a set of items that can be sold as part of various packages 
to realize the maximum profit overall for the business.   

Data mining research in the last decade has produced several efficient algorithms 
for association rule mining [3] [4] [5], with potential applications in financial data 
analysis, retail industry, telecommunications industry, and biomedical data analysis. 
However, literature on the use of these algorithms to solve real-world problems is 
limited [2]. Ali et al [6] reported the application of association rules to reducing fall-
out in the processing of telecommunication service orders. They also used the 
technique to study associations between medical tests on patients. Viveros et al  [7] 
applied data mining to health insurance data to discover unexpected relationships 
between services provided by physicians and to detect overpayments.   

Most of the data mining algorithms developed for transaction data give equal 
importance for all the items. However, in a real business, not all the items are of equal 
value and many management decisions are made based on the money value associated 
with the items.  The value may be in terms of the profit made or cost incurred or any 
other utility function defined on the items. Recent works by Aumann and Lindel [18] 
and Webb [17] discuss the quantitative aspects of association rules and tackle the 
problem using a rule based approach. More recently, Brij et al [2] developed a zero-
one mathematical programming model for determining a subset of frequent item sets 
that account for total maximum profit from a pre-specified collection of frequent item 
sets with certain restrictions on the items selected. They used this model for the 
market basket analysis of a supermarket. Demiriz and Bennett [8] have successfully 
used similar optimization approaches for semi-supervised learning. 

Mathematical programming has been applied as the basis for developing some of 
the traditional techniques of data mining such as classification, feature selection, 
support vector machines, and regression [9] [8]. However, these techniques do not 
address the value based business decision problems arising in the context of data 
mining and knowledge discovery. To the best of our knowledge, except for [2], 
mathematical modeling approach to classes of real world decision problems that 
integrate patterns discovered by data mining has not been reported so far. In this 
paper, we address this relatively unexplored research area and propose a new 
mathematical model for some classes of the value based frequent item packages 
problem. We contend that frequently occurring and profitable baskets are of greater 
importance to the retailer than subsets of transactions. The items that occur in a 
transaction can be packaged together or alternatively sold as individual items. We 
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consider the expected minimum revenue, minimum and maximum number of items in 
the optimal item packages, and storage constraint pertinent to a real life retailer. 

The structure of the rest of this paper is as follows: In Section 2, we define relevant 
terms used in transaction data, frequent item sets and association rule mining. In 
Section 3, we consider a general version of an optimal item packages problem and 
present an integer linear programming formulation for the same. In Section 4, we 
illustrate the model by a sample profit optimal item packages problem; provide its 
MILP formulation and the result of processing it using commercial mathematical 
programming software (CPLEX). Finally, we conclude our paper in Section 5 
providing pointers for further work.  

2. Transaction Data - Notations and Definitions 

Transaction data refers to information about transactions such as the purchases in a 
store, each purchase described by a transaction ID, customer ID, date of purchase, and 
a list of items and their prices. A web transaction log is another example in which 
each transaction may denote a user id, web page and time of access.  

Let T denote the total number of transactions. Let I = {1, 2, …, N} denote the set 
of all potential items that may be included in any  transaction and more precisely the 
items included in the tth transaction may be denoted by It , a subset of I, where t ranges 
from 1 to T.  

The support s of a subset X of the set I of items, is the percentage of transactions 
in which X occurs. A set of items X is a frequent item set if its support s is greater 
than or equal to a minimum support threshold specified by the user. An association 

rule is of the form X ⇒⇒⇒⇒ Y, where X and Y are frequent item sets that do not have any 

item in common.  We say that X ⇒⇒⇒⇒ Y has support s if s% of transactions includes all 
the items in X and Y, and confidence c if c% of transactions containing the items of 
X also contains the items of Y. A valid association rule is one where the support s and 
the confidence c are above user-defined thresholds for support and confidence 
respectively. Association rules [10] [11] [12] identify the presence of any significant 
correlations in a given data set.  

3. Optimal Item Packages Problem

Brijs et al [2] considered a market basket analysis problem for finding an optimal set 
of frequent item sets that returns the maximum profit and proposed a mixed integer 
linear programming (MILP) formulation of their problem.  Their model proposed 
maximizing the profit function of frequent item set X, i.e.  

∑
∈

k

XP* M(X)max
LX

- ∑
∈Li

ii Q* Cost , where L is the set of all frequent item sets 

X; M(X) is gross sales margin generated by X; and PX, Qi ∈ {0,1} are decision 
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variables;  subject to  ∑
∈

=

Li

ItemMax iQ , where i is a basic item and ItemMax is 

the maximum threshold set for the number of items in X. 

We generalize their problem to include different types of resource restrictions and 
develop an integer linear programming formulation for the same. The Optimal Item 

Packages Problem (OIPP) is to choose a set of frequent item sets or what we term as 
item packages, so as to maximize the total net profit subject to conditions on 
maximum storage space for selected items and minimum total revenue from the 
selected frequent item sets. Our formulation of the problem is much more flexible 
compared to Brij et al’s [2], as the model can adapt to not only different resource 
restrictions but also to various bounds on the number of items in the final selection 
list. For example, it can specify the minimum and maximum number of elements in 
the final solution. 

3.1 Motivation for OIPP 

Often, in many real-life businesses, a transaction consists of a specific set of items 
as a package, facilitating a purchase. In such instances, both the number of items and 
the particular items forming the package are fixed.  For example, while buying a car, 
a customer’s choice may be made easier by having a number of fixed packages 
offered by the supplier. In some other businesses, it may not make sense to separate 
any item from a given package; e.g. medical procedures, travel packages etc.  

Alternatively, a vendor may be interested in finding out from previous sales as to 
which, if any, set of items exist that could be offered as a package. This packaging of 
items (or products) could potentially offer him certain amount of profit under a 
number of resource constraints. For instance, the resource constraints could be 
available stocking space, budget (minimum cost or maximum profit), quantity (that 
needs to be sold) etc. He may be further interested in doing a sensitivity analysis as to 
how far the resources can be stretched while the given solution remains optimal.  
Again, in another instance, the vendor may like to see how a change in a certain 
resource affects his profitability (for example, if he is able to organize a little more 
space for storage or invest a little more money). For a travel bureau, a constraint could 
be time-oriented resources (like, a travel consultant’s time), 

OIPP: 

For a given database {ait : 1≤ i ≤ N , 1≤ t ≤ T}, let {Xj : 1 ≤ j ≤ k} be a pre-
specified list of k frequent item sets. Let fj and nj respectively denote the number of 
transactions that exactly include Xj (i.e. fj  = |{t: It = Xj}| ) and the number of items in 

Xj , 1≤ j ≤ k. Let pj denote the revenue made by the frequent item set Xj whenever Xj

forms a transaction. Let ci denote the cost incurred (per unit) while selecting item i,  

1≤ i ≤ N. Let si denote the storage space (in appropriate units) required per unit for 
item i whenever the item is selected. Furthermore, let S denote the total available 

storage space. Find, a subset Î  of {i: 1≤ i ≤ N} and a subset F of the set of frequent 

item sets {Xj : 1 ≤ j ≤ k}  such that they satisfy the following properties:  

Australiasian Data Mining Conference AusDM04

128



1. The number of items in Î  is bounded below and above by positive integers 
NL and NU respectively;   

2. A frequent item set Xj is selected in F if and only if Xj is covered by Î , that 

is, Xj ⊆ Î ; 

3. The total storage space required for the selected items of Î  does not exceed 
the available space of S units; 

4. The total revenue made by frequent item sets of F is at least Minrev ;  

5. The net profit (total revenue – the total cost) is maximized.    

We now provide an MILP model for the OIPP described above. Let yi denote the 
0-1 decision variable that assumes value 1 whenever item i is chosen. Let zj denote 
the 0-1 decision variable that assumes value 1 whenever the frequent item set Xj is 
covered by the set of selected items, that is, by the set of items { i: yi = 1}.   

(6) Lower and upper bound constraints:           NL ≤  ∑
=

N

1i

iy ≤ NU

(7) Occurrence constraint of Xj:     ∑
∈

≥

jXi

jji , 0  z n - y      1≤ j ≤ k 

   (8)  Item storage space constraint:   S≤∑ ∑
= =

k

1j

jjiij

N

1i

zf )s b (   

 (9)  Lower bound constraint on revenue:  ∑
=

k

1j

jjj zfp ≥  Minrev 

(10)  Restrictions on variables:     yi = 0 or 1, zj = 0 or 1 

(11)  Objective function:     Maximize ∑
=

k

1j

jjj zfp -∑ ∑
= =

k

1j

jjiij

N

1i

zf )c b (

In this value based frequent item set problem the input information regarding X1, 
…, Xk , pj, fj , si and ci must be extracted through data mining of frequent item sets. 
For the above model (6) – (11), the constraints and the objective function may be 
validated as follows: 

Let the set of selected items to cover all the selected frequent item sets be denoted 
by 

Î  = { i: yi = 1}.  It is easy to see that | Î | = ∑
=

N

1i

iy  and the constraint (6) provides the 

lower and upper bound restrictions on this number. The number of items common to 
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the set Î  and the frequent item set Xj is given by ∑
∈ jXi

iy .  Whenever ∑
∈ jXi

iy = |Xj| = 

nj , the set Î  covers the frequent item set Xj . The constraint (7) ensures that the 

decision variable zj is 1 if and only if the frequent item set Xj is covered by Î . In this 
case note that F={ Xj : zj = 1} is the collection  of frequent item sets selected. The 

storage space required by an item of the selected item set Xj  is ∑
=

k

1j

jjiij zf s b ,   

where bij is a known constant that takes value 1 or 0 according as item i is in item set 

Xj or not for 1 ≤ i ≤ N, and 1≤ j ≤ k.   The constraint (8) expresses the upper bound 

restriction on the available storage space viz. S. The contribution made by the 
frequent item set Xj to the profit may be expressed as pjfj zj where zj =1 if and only if 

Xj is covered by the set Î . The constraint (9) ensures a minimum revenue 
contribution from the set of all covered frequent item sets. The constraints of (10) 
express the 0-1 restrictions of the decision variables yi and zj. The objective function 
in (11) maximizes the total profit contribution expressed as the total net revenue. 

4. Experimental Results 

To verify our MILP formulation of the OIPP, we implemented and experimentally 
tested our model with real life market transaction data obtained from a Belgian retail 
store [16].  The dataset (retail.txt) stores five months of transaction data collected over 
four separate periods.  

Retail data characteristics:   

Total number of transactions  88,163 
Item ID range   1- 16470 
Number of items (N)  3,151     
Total number of customers  5,133 
Average basket size  13 
Data collection period  5 months total (in four separate periods) 

For further details of the data refer to [16].  Since not all characteristics of the data 
are publicly available (presumed to be confidential), we supplemented them with 
values for such fields as storage space required per item (si), revenue from selling 
item package Xj (pj) and cost attributed to item i (ci).   

4.1 Data preparation stages 

As discussed in section 3, before building the MILP model of the market data we 
need to know the data characteristics. Therefore, the data is preprocessed using the 
following steps to prepare it for input to the mathematical programming software: 
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1. Each transaction record is organized as an ascending sequence of item Ids; 
2. A count of the number of items (nj) in each transaction is inserted as the first 

field of the record; 
3. The records in the database are then sorted in ascending order according to 

the count of items and then by the item Ids as minor keys; 
4. Finally, identical transactions are counted to obtain their frequencies (fj); 
5. This final dataset is fed to a program (createLP) which builds the MILP 

model corresponding to the current problem. 

This model is then submitted to a mathematical programming application to be 
solved as an MILP with binary integer variables (yi’s and zj’s).  
[We used C++ programs (for steps 1 – 5 above) to process the input retail market 
basket dataset and produced the output in appropriate format.  As our MILP 
formulation assumes data mining activities as a pre-step, discussions regarding the 
preprocessing done by these programs are unnecessary.]  

4.2 Sample optimal package selection problem 

To help explain our methodology, we use an example problem and work it through 
the different stages of finding the optimal profit from the given dataset. Consider the 
following dataset consisting of 5 sales transactions involving 7 items. 

  X1 = {7},  X2  = { 1, 2},  X3  = {5, 6},  X4  = {12, 13}  and  X5 = {2, 6, 12, 13}  

Table 1 below, shows the characteristics of various items (spi – selling price, profi – 
profit per unit); while Table 2 presents the details of each item package.  

Item 1 2 5 6 7 12 13

si 0.2 0.3 0.25 0.3 0.15 0.3 0.2 

ci 2.5 3.1 4.5 3.7 2.1 3.5 2.5 

s.p.i 3.2 3.9 6.7 4.9 2.6 4.0 3.1 

profi 0.7 0.8 2.2 1.2 0.5 0.5 0.6 

   Table 1. Characteristics of items in the sample dataset 

Count of  

items (nj)

Number of 

transactions (fj)

Item 
package (Xj)

Package 
revenue 
(pj* fj)

Package 
storage 
(∑si* fj)

Package 
cost 

 (∑ci* fj)

1 200 7 520 30 420 

2 231 1   2  1640.1  115.5  1293.6 

2  34 5   6 394.4 18.7 278.8 

2 341 12   13   2421 170.5 2046 

6   11 2   6  12  13 174.9 12.1 140.8 

    Table 2.  Processed sample dataset for creating the MILP model 
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The first column shows the number of items in the packages viz. nj; the second shows 
the frequency (fj); while the third shows the individual items that make up each item 
package.  The last three columns show the computed aggregates for each package.  

The createLP program, outlined in step 5 above, processes the formatted dataset 
(steps 1-4) and produces the corresponding MILP model (Fig. 1) to the sample 
dataset. This model is then solved using CPLEX, a commercial package for solving 
the all kind of linear programs. Fig. 2 presents the output from the package. 

\Problem name: sample.lp  

 Maximize   
  

  100z1 + 346.5z2 + 115.6z3 + 375.1z4 + 34.1z5 

 Subject To 

 -1z1 +y7 >= 0 

 -2z2 +y1 +y2 >= 0 

 -2z3 +y5 +y6 >= 0 

 -2z4 +y13 +y12 >= 0 

 -4z5 +y2 +y6 +y12 +y13 >= 0 

  30z1 + 115.5z2 + 18.7z3 + 170.5z4 + 12.1z5 <= 100

  520z1 + 1640.1z2 + 394.4z3 + 2421.1z4 + 174.9z5 >= 600 

  y1 +y2 +y5 +y6 +y7 +y12 +y13 >= 5 

  y1 +y2 +y5 +y6 +y7 +y12 +y13 <= 10 

 Binaries 

  z1 z2 z3 z4 z5 

  y1 y2 y5 y6 y7 y12 y13 

 End 

  

Fig. 1.  Sample problem sample.lp  ��
Integer optimal solution:  Objective =   2.4970000000e+002 

Solution time =    0.03 sec.  Iterations = 0  Nodes = 0 

CPLEX> dis sol var - 

Variable Name           Solution Value 

z1                            1.000000 

z3                            1.000000 

z5                            1.000000 

y7                            1.000000 

y2                            1.000000 

y5                            1.000000 

y6                            1.000000 

y13                           1.000000 

y12                           1.000000 

All other variables in the range 1-12 are zero. 

Fig. 2.  Solution of sample MILP using CPLEX 

We notice (Fig. 2) that the optimal value i.e. the maximal profit, obtained under the 
given constraints of 100 units of storage space and satisfying the minimum revenue of 

Min. revenue 

constraint 

lower & upper 

bounds 

Max.storage 

constraint 
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$600 is $249.70.  The three best item packages to stock are X1, X3 and X5 which 
correspond to the binary decision variables z1, z3 and z5 respectively.  Further, the 
particular items in the optimal set to store are 7, 2, 5, 6, 12 and 13 (corresponding to
the decision variables y7 y2 y5 y6 y12 y13. The remaining item packages and items do 
not participate in the optimal solution. 

We now present the results from the retail dataset as described at the beginning of 
the section. Given a certain maximum storage space, the retailer might like to find out 
the optimum profit (and item packages) against a maximum number of items to be put 
on the shelves. He might also be curious as to how the profit varies if he is able to 
acquire more storage space. To show how easily this can be achieved using our MILP 
formulation, we varied the values for S, the maximum storage space parameter, from 
1000 to 4000 and varied the upper limit for the number of items to be shelved i.e. NU

from 20 to 500. The resulting MILP was then submitted to CPLEX 9.0 to calculate 
the value of the net profit function (z). Table 3 shows the effect of changing the 
maximum number of items (NU) has on the objective.   

4000          

Nu 20 50 100 150 200 300 400 450 500 

profit 22,697 27,996 32,323 34,646 36,320 39,281 39,384 39,381 39,384 

time 0.24 0.24 0.23 0.26 0.23   0.24 0.22 0.12 0.11 

          

3000          

Nu 20 50 100 150 200 300 400 450 500 

profit 22,697 27,996 32,323 34,646 36,320 39,281 39,281 39,328 39,328 

time 0.25 0.22 0.23 0.26 0.22 0.24 0.22 0.35 0.34 

          

2000          

Nu 20 50 100 150 200 300 400 450 500 

profit 22,697 27,996 32,323 34,646 36,320 38,315 38,423 38,423 38,423 

time 0.25 0.22 0.23 0.26 0.21 0.22 0.23 0.23 0.23 

          

1000          

Nu 20 50 100 150 200 300 400 450 500 

profit 22,697 27,996 32,323 34,556 35,564 35,636 35,636 35,636 35,636 

time 0.25 0.22 0.23 0.38 0.41 0.23 0.23 0.23 0.23 

Table. 3.   Comparative values of the profit function as the number of items to be stocked 

and storage available are varied. 

We then chart (Figure 3) the observations to visualize the effects of max. storage 
and Nu on the value of the objective, z.  We observe that while increasing the number 
of items does increase the net profit quite substantially, after a certain stage the rate or 
amount of change in the same is not significant, eventually peaking and remaining so 
in spite of increasing resources (storage space or number of items stored).  This 
observation could be of value to the retailer as he can clearly visualize the expected 
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changes in profit by changing certain parameters as need be.  Similarly, one can study 
the effect of varying the limits of other resources and study their effects on the 
profitability function. 

     Fig. 3  Effect of varying max storage and max number of items on the objective 

For our experiments, we used an AMD Athlon XP2100 PC with a CPU clock of 
2.1 GHz having 512 MB of RAM running Windows 2000. Our experiments show 
very encouraging results as all of them are achieved in a sub-second response time.  
This proves that our method of solving such problems is very much viable. 

5. Conclusions 

In this paper, we have introduced a general class of problems called the value based 
optimal item package problem that can support real world business decisions using 
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data mining. The solutions to these problems require the combination of mathematical 
modeling with data mining and knowledge discovery from large transaction data. We 
formulated a generic problem using the mixed integer linear programming model and 
implemented it using real life transactional data from a retail store. Our specification 
provides scope for using a large number of methodologies available in the literature to 
solve the value based frequent item set problems.  

It is well known that the general integer linear programming problem is NP hard. 
In addition, in many practical applications of the frequent item set problem, the 
parameters like N, the number of items and T, the number of transactions in the data 
base may be very large.  When N and T are not very large, we can use some of the 
standard commercial software products such as CPLEX to solve the model proposed 
in this paper.  Furthermore, future research can be focused on developing specially 
designed branch and cut algorithms [13] [14] [15], branch and price algorithms and/or 
efficient heuristics and probabilistic methods to solve our MILP formulations of these 
models. When N and T are large, the future research can explore the possibility of 
solving these models restricted to some random samples drawn from the database and 
developing methods of estimating the required information.  
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Abstract. This paper proposes a decision theoretic fusion framework for ac-

tionability using data mining techniques in an embedded car navigation system.  

An embedded system, having limited resources cannot manage the abundant in-

formation in the database.  Thus, the proposed system stores and manages only 

multiple level-of-abstraction in the database to resolve the problem of resource 

limitations, and then represents the information received from the Web via the 

wireless network after connecting a communication channel with the data min-

ing server.  To do this, we propose a decision theoretic fusion framework that 

includes the multiple level-of-abstraction approach combining multiple-level 

association rules and the summary table, as well as an active interaction rule 

generation algorithm for actionability in an embedded car navigation system.  

In addition, it includes the sensory and data fusion level rule extraction algo-

rithm to cope with simultaneous events occurring from multi-modal interface.  

The proposed framework can make interactive data mining flexible, effective, 

and instantaneous in extracting the proper action item. 

Keywords: Data mining, Embedded data mining, and Speech interactive approach.

1   Introduction 

As detailed and accurate data are accumulated and stored in databases at various 

stages, the large amounts of data in databases makes it almost impractical to manually 

analyze them for valuable information.  Thus, the need for automated analysis and 

discovery tools to extract useful knowledge from huge amounts of raw data has been 

urgent.  To cope with this problem, data mining methodologies are emerging as effi-

cient tools in realizing the above objectives.  Data mining [1][2][3] is the process of 

extracting previously unknown information in the form of patterns, trends, and struc-

tures from large quantities of data.  These methodologies are being used in many 

fields, such as financial, business, medical, manufacturing and production, scientific 

domains, and the World Wide Web (WWW).  Especially, autonomous decision-
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making process using a data mining approach has been useful in various fields for 

sourcing efficient and reliable information [4][5]. 

In addition, as computer and scientific technologies have improved recently, small 

size handheld mobile devices such as PDAs, mobile phones, and Auto PCs have been 

used in various fields of mobile computing and Telexistence technologies more and 

more.  The need to utilize a variety of service applications such as car navigation, 

MP3/WAV player, car maintenance program, and information center solution con-

necting to server, on these devices is increasing.  However, an embedded hardware 

system has limited resources that are not enough to handle the large amounts of data, 

and analyze them.  Thus, an embedded technique to resolve this problem is required. 

To cope with this problem, we propose a decision theoretic fusion framework that 

includes the multiple level-of-abstraction approach which combines multiple-level 

association rules and a summary table as well as active interaction rule generation 

algorithm for actionability in an embedded car navigation system.  In addition, it 

includes the sensory and data fusion level rule extraction algorithm to cope with si-

multaneous events occurring from multi-modal interfacing.  This embedded system is 

connected to the data mining server based on the web in order to extract and access 

the rules and data.  This is because the Web not only contains a huge amount of in-

formation, but also can provide a powerful infrastructure for communication and 

information sharing [6][7].  With this data mining server, the proposed system can 

provide an efficient data representative service as well as actionability to present 

interactive methods without processing the raw data. 

The proposed system is applied to command, control, communication, and intelli-

gent car navigation systems.  This provides an efficient speech interactive agent (SIA) 

rendering smooth car navigation by employing a conversational tool; embedded 

automatic speech recognition, embedded text-to-speech, and distributed speech rec-

ognition modules, all the while enabling safe driving.  The embedded car navigation 

system is extended to provide a user-friendly service and interactive capability by 

using the conversational tools.  The system can reveal the status of the system and its 

scheduled jobs by actively using the active interaction rule generation algorithm.  

This is due to the fact that the driver has an access pattern about specific applications 

that are frequently used.  In addition, the information about traffic, weather, news, 

daily schedules, and car management can provide valuable information to the driver 

as well as decision-making advice on what action the proposed system should take.  

Using such information, the speech interactive agent provides efficient interactive 

methods to operate for the required events. 

First, this system uses sensory fusion rules in order to combine multiple events si-

multaneously occurring from multi-modal sensors such as push-to-talk, remote con-

troller, touch screen, mute, hands-free, external buttons, and application events re-

ceived from multimedia service applications in the embedded client system.  Second, 

the data fusion framework is provided by using the features extracted from sensory 

fusion rules.  At this time, user access patterns occurring by user driven events oper-

ate a specific service application, and are mined and stored in databases on an 

embedded system for certain periods.  This feature provides the means to decide a 

specific action.  The proposed system can connect the Internet server using a CDMA 

200 terminal to represent large amounts of information.  However, an embedded 

system has a small sized memory that has not enough space to store a lot of 
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has a small sized memory that has not enough space to store a lot of information.  To 

resolve this problem, the multiple level-of-abstraction approach for the multiple-level 

association rules is applied. 

The content of this paper is as follows.  The design concept of the proposed system 

is presented in Section 2.  In Section 3, we describe the data mining methodologies 

based on the decision theoretic fusion framework for actionability.  Finally, in Sec-

tion 4, we provide discussions and conclusive remarks. 

Fig 1. System architecture overview 

2 Architecture of Embedded Car Navigation System 

2.1 System Overview 

The embedded car navigation system provides the various embedded service appli-

cations on a car as well as networked service applications via a wireless network 

using the CDMA 2000 terminal as shown in Figure 1.  In our proposed system, we 

include the interactive techniques using speech interactive agent to provide a speech 

interaction method as an intelligent interface between human and machine.  The 

speech interactive agent plays a role in combining and processing the information 

from interface modalities as well as in communicating with the data mining server to 

provide useful information to the user.  This system needs a database to store some 
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valuable information and manage some information.  Such an embedded system has 

limited resources.  To resolve this problem, this system stores and manages the multi-

ple level-of-abstraction in the database.  The multiple level-of-abstraction information 

is downloaded, and updated from the data mining server using HTTP (Hyper-Text 

Transfer Protocol).  In addition, this system can manage the user’s access patterns 

providing the user used the service for a certain period.  By using this information, 

the speech interactive agent can speak to the user when the system is first switched on 

at the start of the day, and the scheduled job should be executed.  This information is 

also managed in the database by using multiple level-of-abstraction. 

2.2 Speech Interactive Agent 

Conversation is one of the most important factors that facilitate dynamic knowl-

edge interaction.  People can have a conversation with a conversational agent that 

talks with people by using the eASR and eTTS [8] as a combined unit.  The speech 

interaction agent, as a conversational agent [9][10], carries out command and control 

tasks while interacting with the driver according to the given scenarios on the car 

navigation system, as in our previous work [11]. 

As a problem-solving paradigm, the fusion process model using the functional 

evaluation stage is employed [12].  Although the car navigation system is determinis-

tic, the use of multiple input sensors makes the system complex to cope with various 

situations.  The proposed speech agent is decomposed into three separate processes; 

composition process of sensory sources, speech signal processing process and deci-

sion-making process.  As shown in Figure 2, the composition process of sensory 

sources plays a role in combining input requests and guiding the next-step.  The 

speech signal processing process provides a means of speech interaction using speech 

recognition and text-to-speech functions.  The decision-making process provides a 

user-friendly interfacing mode using a speech interaction helper function as well as a 

self-diagnosis function using a speech interaction watch-dog module. 

Fig 2. Speech Interactive Agent (SIA) block diagram 

The speech recognition system is classified into the embedded ASR and distributed 

speech recognition (DSR) system that is used via the wireless network, using a 

CDMA 2000 terminal.  Thus, the feature extractor based on ETSI v1.1.2 has the 
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front-end role of passing the mel-cepstral features to eASR or DSR according to the 

scenarios without communicating between the speech agent and the application proc-

ess.  The eTTS utters the information when the event is requested by the user and 

application programs.  The "speech interaction helper" provides helper scenarios to 

the user when a recognition error occurs or an out-of-vocabulary is encountered.  The 

"watch-dog" function monitors the service situation and status of the eASR/eTTS in 

order to cope with the exception-handling error which can occur when a user pushes 

the external buttons during the service interval. 

3 Decision Theoretic Fusion Framework 

3.1 Sensory Fusion Rule 

To perform the requests for speech interaction, firstly the sensory fusion model can 

be expressed by 

1,/ ii YKOfY (1)

where i is a number of processing results, O is a observable sensory input, K is a 

domain knowledge, Yi-1 is status information being processed from a previous time 

and f() is the sensory fusion function to combine the sensory inputs and then control 

the current requests given the previous situation.  The observable sensor input, O is 

expressed by 

k

i

iEgPttgRgHFgMutegO
0

54321

(2)

where M is a mute, HF is a hands-free, R is a remote controller, Ptt is a push-to-talk, 

E is a event created by service applications, and k is a number of applications being 

run simultaneously.  Each input is independent each other as well as processed paral-

lelly.  The variable, g() is a function to observe  and detect the sensor input.  While a 

sensory input between g1 and g4 is a direct input from a sensor, g5 is a transmitted 

input from application programs via the inter-process communication. The sensory 

inputs can happen simultaneously.  However, for the action to be performed promptly 

it is always one function that is most suitable in a given situation.  This is due to the 

fact that the hardware resource has limitations, and the system can provide the ro-

bustness, consistency and efficiency in using a service.  Thus, the fusing function, f()

should be considered with respect to service quality and usability.  In this paper, we 

apply the rule based decision function as a fusion function of respective inputs.  In 

equation (1), K is a domain specific knowledge to provide combing rules as shown in 

Table 1.  The given rule is decided by considering the service capability, priority and 

resource limitations, etc.  Decision categories are composed of five decision rules. 
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Table 1. The negotiation rule table according to the priority control 

Current

State 

Previous

State 

eASR is 

requested

Application TTS 

is requested 

CNS TTS is 

requested

Hands-

Free But-

ton pushed

Mute 

Button

pushed

Hands-Free

button en-

able

Disabled Disabled Enabled Not appli-

cable

Not appli-

cable

Mute button 

enable

Enabled Disabled Enabled Not appli-

cable

Not appli-

cable

eASR run-

ning

Previous

eASR exits 

and new 

eASR runs 

Previous eASR 

exits and eTTS 

starts 

eASR runs 

continuously 

and CNS TTS 

starts 

eASR exits eASR exits 

Application

eTTS run-

ning

Previous

eTTS stops 

and eASR 

runs

Previous eTTS 

stops and new 

eTTS starts 

Application

eTTS pauses 

and CNS TTS 

starts 

eTTS stops eTTS stops 

CNS eTTS 

running

CNS eTTS 

starts and 

eASR runs 

Previous CNS 

eTTS finishs 

and then appli-

cation eTTS 

starts 

Previous CNS 

eTTS stops 

and new CNS 

eTTS starts 

Don’t care Don’t care 

3.2 Data Fusion Rules from Interface Modalities 

When given the sensory fusion result, the speech agent can decide the action to be 

performed.  Next, the data fusion model for speech interaction can be expressed by 

3...,,1,YJ iPIOHZ ii
 (3) 

3,...,1,/ iMOhOH iiiii
(4)

where i is the number of speech interaction tools and Hi(Oi) is a speech interaction 

tool; 1)embedded speech recognition, 2)distributed speech recognition 3)text-to-

speech.  Thus, the variable, O1 and O2 are speech sampling data and O3 is text data.  

Thus, Hi(Oi) is decomposed as follows. 

j

j

k WOLW

MOhOH

/

/

maxarg
11111

(5)

where h1(O1) is a pattern recognizer using the maximum a posteriori (MAP) decision 

rule to find the most likely sequence of words. 

)()/( 2222222 OhMOhOH (6)
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where h2(O2) is a front-end feature extractor to pass the speech features into the back-

end distributed speech recognition server. 

)/( 33333 MOhOH (7)

where h3(O3) is a speech synthesizer function to read the sentences. 

J(Y) is a selecting function to choose a speech interaction tool.  The currently se-

lected speech module is just enabled.  The variable, Mi is a given specific domain 

knowledge.  M1 is an acoustic model to recognize the word, M2 is not used and M3 is 

TTS DB.  The variable, P is procedural knowledge to provide a user-friendly service 

such as a helper function. I(P) is a function to guide the service scenario according to 

the results of the speech interaction tool. 

As a result, Z is an action to be performed sequentially.  The final decision-making, 

Z(t) represents the user’s history to be processed when the decision is stored for a 

long period of time.  This can provide the statistical information when the user fre-

quently utilizes a specific function.

3.3 Active Interaction Rule Generation 

Users may interact at various service stages and domain knowledge may be used in 

the form of a higher-level specification of the model, or at a more detailed level.  In 

our system, the speech interactive agent interacts with users using a conversational 

tool.  This user interaction information is applied to data mining which is inherently 

an interactive and iterative process.  This is due to the fact that the user has repeated 

patterns that he or she frequently uses on specific applications with the car navigation 

system.  By using this information, the speech interactive agent asks the user whether 

the user wants to perform a specific task, which is the statistical information to be 

stored and estimated for a period of time according to the procedure in Figure 3.  In 

addition, the speech interactive agent can start a music player automatically according 

to the days’ weather broadcasts if the system has not been used for a long time.  This 

function can be set on or off manually on an application by a user.  To obtain some 

information for specific tasks, the speech interactive agent downloads and updates the 

mined data from the data mining server via the wireless internet. 

Fig 3. Active interaction procedure using the user’s frequency rule. 
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To extract the features for data mining, the rough set theory [1] is applied.  By us-

ing the rough set theory, a decision rule induction from an attribute value table is 

done.  The feature extraction algorithm can generate multiple feature sets (reducts).  

These feature sets are used for predicting the user’s action with the primary decision-

making algorithm and confirmation algorithm.  The primary decision-making algo-

rithm compares the feature values of objects with decision rules.  If a matching crite-

rion is found, the decision rule for action of the speech interactive agent is assigned to 

the specific job.  However, the user may not require the specific task to be performed 

because of lack of confidence if the user is distracted at that time.  Thus, the confir-

mation algorithm is applied using speech interaction tools; speech recognition and 

text-to-speech.  When the user just says “yes”, the action is performed according to 

the rule of the decision-making algorithm. 

We select five features, F1-F5.  F1 is the indicator to notify whether the system is 

in the sleep mode or not.  F2 is the indicator to notify whether the object (application 

ID) is one reserved at the scheduled time or not.  F3 is the reserved time if the F2 is 

set to 1.  F4 is the frequency rate when the object is used for some time.  F5 is the 

priority of that application.  Table 2 includes 3 decision rules generated with the rule 

extraction algorithm.  The decision rules are followed continually when the F1 is just 

set to 1.  If the matching criterion is met in the next decision rules, decision rule is set 

to N, which is the object number to be performed by the speech interactive agent.  

Table 3 depicts a sample data set.  When F1 is 1, F2 is 1, and F3 of the object 2 is on 

time to be executed, the decision rule, D is set to 2.  Thus, the object 2 is selected as 

the one that can be executed.  If F3 does not notify by a scheduled time, the decision 

rule, D is set to 5 because the object number 5 has the highest priority, F5=1.

Table 2. Decision rules for the action 

Decision rule 1. IF (F1 = 0) THEN (D = 0) 

Decision rule 2. IF (F2 = 1) AND (F3 = NOW) THEN (D = N) 

Decision rule 3. IF (F4 = 1) AND (F5 = 1) THEN (D = N) 

Table 3. Test sample data 

Object No. F1 F2 F3 F4 F5 D 

1,2,3,4,5,6,7 0 X X X X 0 

1 1 1 Time 24% 2 1 

2 1 1 Time 10% 3 2 

3 1 0 X 4% 5 3 

4 1 0 X 10% 4 4 

5 1 0 X 50% 1 5 

6 1 0 X 1% 7 6 

7 1 0 X 1% 6 7 
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3.4 The association of the Web 

An embedded hardware system has not enough memory devices to manage the data 

because it has a resource limitation problem and low performance capability.  Actu-

ally, our system has a 512Mbyte working memory (NOR flash memory) and a 

256Mbyte Compact Flash (CF) memory.  The working memory includes operating 

system and some files to boot.  It cannot store some information permanently.  The 

CF memory includes 200Mbyte map data for car navigation, and 30Mbyte TTS DB.  

This is due to the cost of car navigation product.  However, the user wants to utilize 

various information and services from a lot of different information sources.  To 

resolve this problem, this system stores and manages only multiple level-of-

abstraction.  This mined data for multiple-level association rules are performed on the 

server-side.  The data mining server plays a role in performing the Web mining.  

Mining typical user profiles and URL associations from the vast amount of access 

logs is an important feature.  It deals with tailoring the interaction with Web informa-

tion space based on information about the users. 

The multiple level-of-abstraction is composed of multiple-level association rules 

and a summary table.  The methods for mining associations at a generalized abstrac-

tion level by extension of the Apriori algorithm is applied as in [13].  The summary 

table forms the topic based indexing scheme.  It stores basic information about groups 

of tuples of the underlying relations. This summary table is incrementally updateable 

and is able to support a variety of data mining and statistical analysis tasks.  The 

summary table forming the indexed file is downloaded from the data mining server 

when the system is first switched on at the start of the day and the information is 

changed in the data mining server.  The generalization process using attribute-

oriented induction approach [14] for summary tables is performed on the server-side.  

It extracts a large set of relevant data in a database from a low concept level to a rela-

tively high one.  Thus, the system does not spend extra calculation time for data min-

ing on an embedded system. 

Fig 4. Multiple level-of-abstraction to manage the news and traffic information. 
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The sample structure of the multiple level-of-abstraction is as shown in Figure 4.  It 

has a hierarchy form to index the data.  We use two kinds of mined data; news and 

traffic information.  (a) of Figure 4 depicts the news information. (b) of Figure 4 

depicts the traffic information.  The summary table basically includes the primary key, 

data, title, associated URL, and comments.  Embedded applications that represent the 

news and traffic information just display the multiple level-of-abstraction information.  

If the user wants to see the specific information, that information is downloaded and 

displayed on the screen by selecting the specific button, or speaking the title.  The 

speech interactive agent requests the URL for information to be sent to the data min-

ing server, then the server sends the requested information in a form of HTML type 

text using HTTP protocol.  The received text information is parsed and passed to the 

TTS, then the TTS reads this texts. 

4. Discussions and Conclusions 

4.1. Discussions 

As the quality of automatic speech recognition (ASR) and text-to-speech (TTS) 

steadily improves, a variety of multimedia application services using embedded ASR 

(eASR), distributed speech recognition (DSR) and embedded TTS (eTTS) are being 

introduced for commercial use.  In particular, since the demand of Telematics ser-

vices is surging, speech interface to interact with human users has become an essen-

tial means of the multi-modal interface.  As a Telematics client service interface, the 

eASR, DSR, and eTTS combined as a stand-alone unit provides an easy manipulation 

interface for command and controlling a car navigation system while the driver can 

pay attention to safe driving.  In addition, as computer technology is improved, small 

sized computers such as AutoPCs has been utilized in various fields.  Thus, by using 

this embedded system, the user requests and wants to utilize various service applica-

tions that they is used on a desktop PC, even while driving a car. 

However, an embedded hardware system has a resource limitation and low per-

formance capability.  Actually, this condition is not able to represent huge data.  Thus, 

a new architectural model is required in an embedded system.  One alternative 

method is to use the Web.  On the server-side, a comprehensive database is first 

mined, and then all the discovered patterns are stored in a DBMS.  On the client-side, 

some abstraction data and indexes are stored.  If the user wants to show specific data, 

the client obtains that information from a data mining server via the Internet using 

abstraction data and indexes.  In our system, we reduce the memory size by using this 

concept.  Even if a data communication fee per a packet should be paid, compression 

techniques for transmission packets could reduce the packet size.  In addition, this can 

be resolved according to the policy of service usage. 

With the above concepts, we designed a framework for command, control, com-

munication, and intelligence environment based on a software agent on an embedded 

car navigation system, and then implemented it on AutoPC environment as shown in 
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Figure 5.  The proposed framework provides the structure to extend the system easily 

and integrate with other services.  It is possible that the core processing such as com-

bining rules from interface modalities, data fusion rules, DBMS processing, and 

communication tasks are done by the speech interactive agent.  In this system, a con-

versational tool provides advantages in confirming the final decision to use human 

interactive data mining [5]. 

Fig 5. Embedded system using an AutoPC for car navigation 

4.2. Conclusions 

In this paper, we proposed a decision theoretic fusion framework that includes the 

multiple level-of-abstraction approach combining multiple-level association rules and 

the summary table, as well as the active interaction rule generation algorithm using 

the rough set theory for actionability on an embedded car navigation system.  In addi-

tion, it included the sensory and data fusion level rule extraction algorithm to cope 

with simultaneous events occurring from multi-modal interface.  Using such a deci-

sion theoretic fusion framework, a variety of applications can be applied easily to this 

system in the form of flexible, extensible and transparent ones.  We expect that this 

fusion framework will be able to meet the user’s demands and desires. 
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Abstract . This paper proposes a mining novel approach which consists of two new data mining algorithms for the

classification over quantitative data, based on two new pattern called MOUCLAS (MOUntain function based

CLASsification) Patterns and Jumping MOUCLAS Patterns. The motivation of the study is to develop two classifiers for

quantitative attributes by the concepts of the association rule and the clustering. An illustration of using petroleum well

logging data for oil/gas formation identification is presented in the paper. MPs and JMPs are ideally suitable to derive the

implicit relationship between measured values (well logging data) and properties to be predicted (oil/gas formation or

not). As a hybrid of classification and clustering and association rules mining, our approach have several advantages

which are (1) it has a solid mathematical foundation and compact mathematical description of classifiers, (2) it does not

require discretization, (3) it is robust when handling noisy or incomplete data in high dimensional data space.

1   Introduction

Data mining based classification aims to build accurate and efficient classifiers not only on small data sets

but more importantly also on large and high dimensional data sets, while the widely used traditional

statistical data analysis techniques are not sufficiently powerful for this task
1, 2

. With the development of new

data mining techniques on association rules, new classification approaches based on concepts from

association rule mining are emerging. These include such classifiers as ARCS
3
, CBA

4
, LB

5
, JEP

6
, etc., which

are different from the classic decision tree based classifier C4.5
7

and k-nearest neighbor
8

in both the learning

and testing phases. To improve ARCS
3
, A non-grid-based technique

9
has been further proposed to find

quantitative association rules that can have more than two predicates in the antecedent. All the above

algorithms are constrained by the framework of binning. Though several excellent discretization algorithms
10,

11
are proposed, a standard approach to discretization has not yet been developed.

    Therefore, all the above research issues establish a challenge, which is whether it is possible that an

association rule based classifier with any number of predicates in the antecedent can be developed for

quantitative attributes by the concepts of clustering which can overcome the limitation caused by the

discretization method. In this paper, to resolve the problem, we present a new approach to the classification

over quantitative data in high dimensional databases, called MOUCLAS (MOUntain function based

CLASsification), based on the concept of the fuzzy set membership function. It aims at integrating the

advantages of classification, clustering and association rules mining to identify interesting patterns in selected

sample data sets.

2   Problem Statement

We now give a formal statement of the problem of MOUCLAS Patterns (called MPs) and introduce some

definitions.

    The MOUCLAS algorithm, similar to ARCS, assumes that the initial association rules can be agglomerated

into clustering regions, while obeying the anti-monotone rule constraint. Our proposed framework assumes

that the training dataset D is a normal relational set, where transaction d Î D. Each transaction d is described

by attributes Aj, j = 1 to l. The dimension of D is l, the number of attributes used in D. This allows us to

describe a database in terms of volume and dimension. D can be classified into a set of known classes Y, y Î
Y. The value of an attribute must be quantitative. In this work, we treat all the attributes uniformly. We can

treat a transaction as a set of (attributes, value) pairs and a class label. We call each (attribute, value) pair an

item. A set of items is simply called an itemset.

    In this paper, we propose two novel classifiers, called the De-MP and J-MP, which exploit the

discriminationg ability of MOUCLAS Patterns (MPs) and Jumping MOUCLAS Patterns (JMPs).

    The MOUCLAS Pattern (so called MP) has an implication of the form:

Cluster(D)t ® y,
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where Cluster(D)t is a cluster of D, t = 1 to m, and y is a class label.

The definitions of frequency and accuracy of MOUCLAS Patterns are defined as following: The MP
satisfying minimum support is frequent, where MP has support s if s% of the transactions in D belong to

Cluster(D)t and are labeled with class y. The MP that satisfies a pre-specified minimum confidence is called

accurate, where MP has confidence c if c% of the transactions belonging to Cluster(D)t are labeled with

class y.

We also adopt the concept of reliability
12

to describe the correlation. The measure of reliability of the 

association rule AÞB can be defined as:

reliability    R(AÞB) = 
)(

)(

AP

BAP Ù
- ( )BP

Since R is the difference between the conditional probability of B given A and the unconditional of B, it

measures the effect of available information of A on the probability of the association rule. Correspondingly,

the greater R is, the stronger MOUCLAS patterns are, which means the occurrence of Cluster(D)t more

strongly implies the occurrence of y. Therefore, we can utilize reliability to further prune the selected

frequent and accurate and reliable MOUCLAS patterns (MPs) to identify the truly interesting MPs and make

the discovered MPs more understandable. The MP satisfying minimum reliability is reliable, where MP has

reliability defined by the above formula.

Given a set of transactions, D, the problems of De-MP are to discover MPs that have support and

confidence greater than the user-specified minimum support threshold (called minsup)
13

, and minimum

confidence threshold (called minconf)
13

and minimum reliability threshold (called minR) respectively, and to

construct a classifier based upon MPs.

    A Jumping MOUCLAS Pattern (JMP) can be further defined based on the notion of the Jumping Emerging

Pattern
6

(JEP) and MP. A JEP is an itemset whose support increases significantly from 0 in a class (say

poisonous class in mushroom data from the UCI repository) to a user-specified value in another class (say

edible class). We can then use JEP as an index for dimensionality reduction. For each JEP in a certain class

y, only the attributes of the JEP will be kept for all the transactions in the class y. We then perform the

clustering on those transactions.

    Let C denote the dataset of transaction d labeled with class y after dimensionality reduction processing by

JEPs. A JMP can be defined as a cluster_rule , namely a rule:

cluset ® y,

where cluset is a set of itemsets from a cluster Cluster(C)t, which is obtained from the clustering on the same

class of transactions after dimensionality reduction via JEP, y is a class label, y Î Y. Let JMPset denote a set 

of JMPs which coresponds to the same JEP.

    Suppose the number of transactions of C in cluset is cluCount, the number of tansactions in C is clasCount,

the support of transaction d belong to cluset in C, denoted as subsup, can be defined by the formula:

subsup = 
clasCount

cluCount

    Given a set of transactions, D, the problems of J-MP is to discover all JMPs and calculate their subsup and

construct a classifier based upon JMPs.

3 The MOUCLAS-1 Algorithm

The classification technique, MOUCLAS-1, consists of two steps:

1. Discovery of frequent, accurate and reliable MPs.

2. Construction of a classifier, called De-MP, based on MPs.

The core of the first step in the MOUCLAS-1 algorithm is to find all cluster_rules that have support above

minsup. Let C denote the dataset D after dimensionality reduction processing. A cluster_rule represents a

MP, namely a rule:

cluset ® y,

where cluset is a set of itemsets from a cluster Cluster(C)t, y is a class label, y Î Y. The support count of the

cluset (called clusupCount) is the number of transactions in C that belong to the cluset. The support count of

the cluster_rule (called cisupCount) is the number of transactions in D that belong to the cluset and are

labeled with class y. The confidence of a cluster_rule is (cisupCount / clusupCount) ´ 100%. The support

count of the class y (called clasupCount) is the number of transactions in C that belong to the class y. The

support of a class (called clasup) is (clasupCount / |C |) ´ 100%, where | C | is the size of the dataset C.
Given a MP, the reliability R can be defined as:

R(cluset ® y) = (cisupCount / clusupCount) - (clasupCount / |C |) ´ 100%

The traditional association rule mining only uses a single minsup in rule generation, which is inadequate

for many practical datasets with uneven class frequency distributions. As a result, it may happen that the

rules found for infrequent classes are insufficient and too many may be found for frequent classes, inducing
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useless or over-fitting rules, if the single minsup value is too high or too low. To overcome this drawback, we

apply the theory of mining with multiple minimum supports
14

in the step of discovering the frequent MPs as

following.

Suppose the total support is t-minsup, the different minimum class support for each class y, denoted as

minsupi can be defined by the formula:

minsupi = t-minsup ´ freqDistr(y)

where, freqDistr(y) is the function of class distributions. Cluster_rules that satisfy minsupi are called frequent

cluster_rules, while the rest are called infrequent cluster_rules. If the confidence is greater than minconf, we

say the MP is accurate.

The first step of MOUCLAS-1 algorithm works in three sub-steps, by which the problem of discovering a

set of MPs is solved:

Algorithm: Mining frequent and accurate and reliable MOUCLAS patterns (MPs)

Input: A training transaction database, D; minimum support threshold (minsupi); minimum confidence

threshold (minconf); minimum reliability threshold (minR)

Output: A set of frequent, accurate and reliable MOUCLAS patterns (MPs)

Methods:

(1) Reduce the dimensionality of transactions d, which efficiently reduces the data size by removing

irrelevant or redundant attributes (or dimensions) from the training data, and 

(2) Identify the clusters of database C for all transactions d after dimensionality reduction on attributes

Aj in database C, based on the Mountain function, which is a fuzzy set membership function, and specially

capable of transforming quantitative values of attributes in transactions into linguistic terms, and 

(3) Generate a set of MPs that are both frequent, accurate and reliable, namely, which satisfy the user-

specified minimum support (called minsupi), minimum confidence (called minconf) and minimum reliability

(called minR) constraints.

In the first sub-step, we reduce the dimensionality of transactions in order to enhance the quality of data

mining and decrease the computational cost of the MOUCLAS algorithm. Since, for attributes Aj, j = 1 to l in

database, D, an exhaustive search for the optimal subset of attributes within 2
l

possible subsets can be

prohibitively expensive, especially in high dimensional databases, we use heuristic methods to reduce the

search space. Such greedy methods are effective in practice, and include such techniques as stepwise forward

selection, stepwise backward elimination, combination of forwards selection and backward elimination, etc.

The first sub-step is particularly important when dealing with raw data sets. Detailed methods concerning

dimensionality reduction can be found in some papers
15-18

.

Fuzzy based clustering is performed in the second sub-step to find the clusters of quantitative data. The

Mountain-climb technique proposed by R. R. Yager and D. P. Filev
19

employed the concept of a mountain

function, a fuzzy set membership function, in determining cluster centers used to initialize a Neuro-Fuzzy

system. The substractive clustering technique
20

was defined as an improvement of Mountain-climb

clustering. A similar approach is provided by the DENCLUE algorithm
21

, which is especially efficient for

clustering on high dimensional databases with noise. The techniques of Mountain-climb clustering,

Substractive clustering and Denclue provide an effective way of dealing with quantitative attributes by

mountain functions (or influence functions), which has a solid mathematical foundation and compact

mathematical description and is totally different from the traditional processing method of binning. It offers

us an opportunity of mining the patterns of data from an innovative angle. As a result, part of the research

task presented in the introduction can now be favorably answered.

The observation that, a region which is dense in a particular subspace must create dense regions when

projected onto lower dimensional subspaces, has been proved by R. Agrawal and his research cooperators in

CLIQUE
22

. In other words, the observation follows the concepts of the apriori property. Hence, we may

employ prior knowledge of items in the search space based on the property so that portions of the space can

be pruned. The successful performance of CLIQUE has again proved the feasibility of applying the concept

of apriori property to clustering. It brings us a step further towards the solution of the rest part of the research

task, that is, if the initial association rules can be agglomerated into clustering regions, just like the condition

in ARCS, we may be able to design a new classifier for the purpose of classification, which confines its

search for the classifier to the cluster of dense units of high dimensional space. The answer to the rest

research task can contribute to the third sub-step of the MOUCLAS algorithm to the forming of the

antecedent of cluster_rules, with any number of predicates in the antecedent. In the third sub-step, we

identify the candidate cluster_rules which are actually frequent and accurate and reliable. From this set of

frequent and accurate and reliable cluster_rules, we produce a set of MPs.

Let I be the set of all items in D, C be the dataset D after dimensionality reduction, where transaction d Î

C contains X Í I, a k-itemset. Let E denote the set of candidates of cluster_rules, where e Î E, and F denote

the set of frequent cluster_rules. The first step of the MOUCLAS algorithm is given in Figure 1 as follows.

1 X = reduceDim (I); // reduce the dimensionality on the set of all items I of in D

2 Cluster(C)t = genCluster (C); // identify the complete clusters of C

3 for each Cluster(C)t do

E = genClusterrules(cluset, class); // generate a set of candidate cluster_rules
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4 for each transaction d Î C do

5 Ed = genSubClusterrules (E, d); // find all the cluster_rules in E whose cluset are supported by d

6 for each e Î Ed do

7 e. clusupCount++; // accumulate the clusupCount of the cluset of cluster_rule e

8             if d.class = e.class then e.cisupCount++ // accumulate the cisupCount of cluster_rule e

                    supported by d

9 end

10 end

11 F = {e Î E | e.cisupCount ³ minsupi }; // construct the set of frequent cluster_rules

12 MP = genRules (F); //generate MP using the genRules function by minconf and minR

13 end

14 MPs = ∪ MP; // discover the final set of MPs

Figure 1: The First Step of the MOUCLAS-1 Algorithm

The task of the second step in MOUCLAS-1 algorithm is to use a heuristic method to generate a classifier,

named De-MP, where the discovered MPs can cover D and are organized according to a decreasing

precedence based on their confidence and support. Suppose R be the set of frequent, accurate and reliable

MPs which are generated in the past step, and MPdefault_class denotes the default class, which has the lowest

precedence.  We can then present the De-MP classifier in the form of

<MP1, MP2, …, MPn, MPdefault_class>,

where MPi Î R, i = 1 to n, MPa  MPb if n ³ b > a ³ 1 and  a, bÎ i, C Í ∪ cluset of MPi,.

The second step of the MOUCLAS-1 algorithm also consists of three sub-steps, by which the De-MP

classifier is formed:

Algorithm: Constructing De-MP Classifier

Input: A training database after dimensionality reduction, C; The set of frequent and accurate and

reliable MOUCLAS patterns (MPs)

Output: De-MP Classifier

Methods:
(1) Identify the order of all discovered MPs based on the definition of precedence and sequence them

according to decreasing precedence order.

(2) Determine possible MPs for De-MP classifier from R following the descending sequence of MPs.

(3) Discard the MPs which cannot contribute to the improvement of the accuracy of the De-MP

classifier and keep the final set of MPs to construct the De-MP classifier.

In the first sub-step, the MPs are sorted in descending order, which has the training transactions surely

covered by the MPs with the highest precedence when possible in the next sub-step. The sort of the whole set

of MPs is performed following the definition of precedence:

Given two MPs, we say that MPa has a higher precedence than MPb, denoted as MPa  MPb,

if " MPa, MPb Î MPs, it holds that: the confidence of MPa is greater than that of MPb, or if their confidences

are the same, but the support of MPa is greater than that of MPb, or if both the confidences and supports of

MPa and MPb are the same, but MPa is generated earlier than MPb.

In the second sub-step, we test the MPs following decreasing precedence and stop the sub-step when there

is no rule or no training transaction. For each MP, we scan C to find those transactions satisfying the cluset of

the MP. If the MP can correctly classify one transaction, we store it in a set denoted as L. Those transactions

satisfying the cluset of the MP will be removed from C at each pass. Each transaction can be identified by a

unique ID. The next pass will be performed on the remaining data. A default class is defined at each scan,

which is the majority class in the remaining data. At the end of each pass, the total number of errors that are

made by the current L and the default class are also stored. When there is no rule or no training transaction

left, we terminate this sub-step. After this sub-step, every MP in L can correctly classify at least one training

transaction in C.

In the third sub-step, though we would like to find as many MPs as possible to give good coverage of the

training transactions in the second sub-step, we prefer strong MPs which have relatively high support and

confidence, due to their characteristics of corresponding to larger coverage and stronger differentiating

power. Meanwhile, we hope that the De-MP classifier, consisting of a combination of strong MPs, has a

relatively smaller number of classification errors, because of greedy strategy. In addition, the reduction of

MPs can increase the understandability of the classifier. Therefore, in this sub-step, we identify the first MP
with the least number of errors in L and discard all the MPs after it because these MPs produce more errors.

The undiscarded MPs and the default class corresponding to the first MP with the least number of errors in L

form our De-MP classifier.

The second step of the MOUCLAS algorithm is shown in Figure 2.

1 R = sort(R); // sort MPs based on their precedence 
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2 for each MPÎ R in sequence do

3 temp = Æ ;

4 for each transaction d Î C do

5 if d satisfies the cluset of MP then

6            store d.ID in temp;

7 if MP correctly classifies d then

8               insert MP at the end of L;

9           delete the transaction who has ID in temp from C;

10 selecting a default class for the current L; // determine the default class based on majority class of

remaining transactions in C

11 end

12    compute the total number of errors of L; // compute the total number of errors that are made by the

             current L and the default class

13 end

14 Find the first MP in L with the lowest total number of errors and discard all the MPs after the MP in L;

15 Add the default class associated with the above mentioned first MP to end of L;

16 De-MP classifier = L

Figure 2: The Second Step of the MOUCLAS Algorithm

In the testing phase, when we classify a new transaction, the first MP in De-MP satisfying the transaction is

used to classify it. In De-MP classifier, default_class, having the lowest precedence, is used to specify a

default class for any new sample that is not satisfied by any other MPs as in C4.5
7
, CBA

4
.

4 The MOUCLAS-2 Algorithm

The classification technique, MOUCLAS-2, consists of two main processes:

1. Discovering of all JMPs for each class.

2. Calculating their subsup and building a classifier, called J-MP, based on JMPs.

    The core of the MOUCLAS-2 algorithm is to find all cluster_rules, namely the JMPs. The MOUCLAS-2

algorithm works in three sub-steps, by which the problem of discovering JMPsets and construction of a

classifier is solved:

    Algorithm: Mining Jumping MOUCLAS Patterns (JMPs) and building J-MP Classifier

    Input: A training transaction database, D;

Output: J-MP Classifier

Methods:

(1) Reduce the dimensionality of transactions d in each class y by the information of the attributes in

corresponding JEPs, and 

(2) Identify all the clusters of database based on the Mountain function, which is a fuzzy set

membership function, and specially capable of transforming quantitative values of attributes in

transactions into linguistic terms, and

(3) Generate JMPsets for each class y and calculate their subsup.

In the first sub-step, detailed method concerning JEP can be found in this paper
6
.

    The third sub-step of the MOUCLAS-2 algorithm form the cluster_rules, with any number of predicates in 

the antecedent. It brings us a step further towards the solution of our research challenge. From this set of

cluster_rules of a class y, we produce a set of JMPs for the class y.

    Let I be the set of all items in D labeled with class y, C be the dataset of transaction d labeled with class y

after dimensionality reduction processing by a JEP, where transaction d Î C contains Xi Í I, a k-itemset, and

i be the number of JEPs in the class y. Let E denote a set of cluster_rules (JMPset) of a class y,

corresponding to a JEP, where e Î E. 

The first step of the MOUCLAS-2 algorithm is given in Figure 3 as follows.

1 X = genJEP (I); // generate all the JEPs of all the class y in D

2 for each class y do

3 for each JEP of a same class y do

4 Xi = reduceDim (I); // reduce the dimensionality on the set of all items I in D labeled with class y based

on the attributes of the JEP
5 Ei = genClusterrules(cluset, class); // generate a set of cluster_rules, namely JMPset, based on Xi

6 for each transaction d Î C do
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7 if one e Î Ei can be supported by d then e.cluCount++; // accumulate the cluCount of cluster_rule e
supported by d

8 end

9 subsupi =
C

e.cluCount ; //calculate the subsup of each JMPset

10 end

11 end

12 JMPs = ∪ Ei; // discover the final set of JMP

Figure 3: The Training Phase of the MOUCLAS-2 Algorithm

In the testing phase, The MOUCLAS-2 algorithm also consists of two sub-steps, by which the J-MP classifier

can classify test data:

    Algorithm: Classification Process of J-MP Classifier

     Input: A test database, D; The set of Jumping MOUCLAS patterns (JMPs); The support of transaction d

belong to JMPs in C (subsup)

Output: classification result of test database

Methods:

(1) Determine the subsup of each transaction d in D in each class.

(2) Classify the test data.

In the first sub-step, we firstly determine whether a JMPset can be supported by a transaction d Î D. If so,

we then sum up the total subsup of the transaction d in one class. In this way, the subsupy of the transaction d

in the class y can be obtained, where y Î Y. In the second step, the testing transaction d can be labeled as the

class y, where the subsupy is greater than all the others. If the transaction d has the same maximum subsupy in

two classes, then it is labeled as the class, whose JMPs are generated earlier than the other.

    The classification process of the MOUCLAS algorithm is shown in Figure 4.

1 for each transaction d Î D do

2 for each class y do

3 for each JMPset of a same class y do

4           if d satisfies a JMPset then e.subsupt++ ; // accumulate the subsup of JMPsets supported by d

5 end

6 the subsupy of d in class y = e.subsupt ; // calculate the total subsup of d in class y

7 end

8    if subsupy is the maximum then d is labeled as y

9 if the subsup in two or more classes are the same then d is labeled as the class, whose JMPs are

generated earlier than the others.

10 if the subsup = 0 then d is labeled as a default class

11 end

Figure 4: The Testing Phase of the MOUCLAS Algorithm

5 Example of MOUCLAS Application in Reservoir Characterization

Oil/gas formation identification is a vital task of reservoir characterization in the petroleum industry, where

the petroleum database contains such records (or attributes) as seismic data, various types of well logging

data and petrophysical property data whose values are all quantitative.

    An illustration of using well logging date for purpose of oil/gas formation identification is illustrated in

Figure 5. The well logging data sets include attributes (well logging curves) of GR (gamma ray), RDEV

(deep resistivity), RMEV (shallow resistivity), RXO (flushed zone resistivity), RHOB (bulk density), NPHI

(neutron porosity), PEF (photoelectric factor) and DT (sonic travel time). Since most of the reservoirs are

horizontally and vertically heterogeneous, no depth information is used for training.
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Figure 5: Quantitative Petroleum Data for MOUCLAS Mining
( note: the dashed indicate the location of oil formation )

One transaction of the database can be treated as a set of the items corresponding to the same depth and a

class label (oil/gas formation or not). A hypothetically useful MP or JMP may suggest a relation between

well logging data and the class label of oil/gas formation since. In this sense, a selected set of such MPs or

JMPs can be a useful guide to petroleum engineers to identify possible drilling targets and their depth and

thickness at the stage of exploration and exploitation.

   MPs and JMPs aim at deriving an explicit or implicit heuristic relationship between measured values (well

logging data) and properties to be predicted (oil/gas formation or not). The MOUCLAS based method is

ideally suitable to establish such implicit relationships through proper training. The notable advantage of

MOUCLAS based algorithms over more traditional processing techniques such as model based well logging

analysis is that a physical model to describe the relationship between the well logging data and the property

of interest is not needed; nor is an very precise understanding of the physical phenomena of the well logging

data. From this point of view, MOUCLAS based algorithms provides a complementary and useful technical

approach towards the interpretation of petroleum data and benefits petroleum discovery.

6 Conclusions

Two novel classification patterns, the MOUCLAS Pattern (MP) and the Jumping MOUCLAS Pattern (JMP)

for quantitative data in high dimensional databases, are investigated in this paper. We also propose the

algorithm for the discovery of the interesting MPs and JMPs and construct two new classifiers called De-MP

and J-MP. As a hybrid of classification and clustering and association rules mining, our approach may have

several advantages which are (1) it has a solid mathematical foundation and compact mathematical

description of classifiers, (2) it does not require discretization, as opposed to other, otherwise quite similar

methods such as ARCS are strongly related to, (3) it is robust when handling noisy or incomplete data in high

dimensional data space, regardless of the database size, due to its grid-based characteristic. An illustration of

application of MPs and JMPs is presented for the cost effective and intelligent well logging data analysis for

reservoir characterization. In the future research, we attempt to carry out experiments on petroleum datasets

to establish a relationship between different well logs, seismic attributes, laboratory measurements and other

reservoir properties to evaluate performance of the MOUCLAS algorithms proposed in this paper.
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Abstract. This paper explores data mining techniques for the task of
identifying and describing factors which may affect the occurrence and
prevalence of colorectal cancer (CRC) from population based adminis-
trative health data. Association rule discovery, association classification
and scalable clustering analysis are applied to the colorectal cancer pa-
tients’ profiles in contrast to background patients’ profiles. These data
mining methods enable us to identify the most common characteristics of
the colorectal cancer patients. The knowledge discovered by data mining
methods which are quite different from traditional survey approaches,
although heuristic, may be useful in predicting risk factors leading to
colorectal cancer.

1 Introduction

Colorectal cancer (cancer of the colon or rectum, abbreviated as CRC) is the
second leading cause of cancer-related deaths in the United States for both men
and women combined. The disease surpasses both breast and prostate cancer in
mortality, and is second only to lung cancer in cause of cancer deaths. Despite the
fact that it is highly preventable, approximately 146,940 new cases of colorectal
cancer will be diagnosed in 2004 and more than 56,000 people will die from the
disease in USA [1]. An almost equal number of men and women are diagnosed
each year.

In Australia, colorectal cancer is the third most common cause of death from
cancer in women (after breast and lung cancer) and men (after lung and prostate
cancer). The exact cause of colorectal cancer is unknown, in fact it is thought
that there is not one single cause. It is more likely that a number of factors,
some known and many unknown, may work together to trigger the development
of colorectal cancer.
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Previous studies have identified risk factors which may increase a person’s
risk of developing colorectal cancer. However, having one or even several of these
characteristics does not mean that a person is certain to develop the disease. The
following factors are widely accepted risks:

– Age. Increasing age is considered a major risk factor for developing colorec-
tal cancer. Colorectal cancer is rare in people under 40. The risk increases
after the age of 40, rising sharply and progressively after the age of 50.

– Dietary factors. It is estimated that rates of colorectal cancer could be
reduced in western populations by up to 35% through changes to the food
we eat. A diet that is high in fat and low in fibre and vegetables has been
linked with an increased risk of colorectal cancer. There has also been an
association between heavily browned or charred meat and colorectal cancer.
Excessive alcohol intake and a diet low in calcium have also been implicated.

– Behavioural and lifestyle factors. An inactive lifestyle, obesity and smok-
ing have been associated with an increased risk of developing colorectal can-
cer.

– Regional factors.People in western countries such as Australia, America
and New Zealand have a higher incidence of colorectal cancer than people
in Asian or African countries. This may be partly due to differences in diet.

This paper aims at studying the relationship between CRC prevalence and
various attributes of the patients. These attributes include demographics, med-
ical service history etc. We use large administrative data sets instead of data
from survey. The advantages are large data size, low cost and lack of selection
bias. In our case, our dataset covers the medical records of more than one mil-
lion people. The disadvantage is that we can not design what information we get
from individual patients as in designed survey data. Since the transaction data is
collected for administrative purposes only, some important information regard-
ing patients’ diet and lifestyle is missing. Therefore some well known risk factors
can not be verified using administrative data. Nevertheless, it is a good practise
to discover unexpected and interesting relationships from this dataset. Since the
large data are to be explored, traditional methods dealing with small samples
are not working well, we employ various data mining techniques in our analysis.
Exploratory tools of data mining on large dataset may be able to identify some
factors previously unnoticed.

The rest of the paper is organised as follows. Section 2 discusses related work.
Section 3 describes the dataset and features selected for the mining process.
Sections 4, 5 and 6 describe the methods and mined results for association
rule discovery, scalable cluster analysis and association classification analysis
respectively. Section 7 completes the paper with conclusion and discussion.

2 Related Work

Health data mining is a rewarding but highly challenging area [12, 3]. Recently, a
few data mining and statistical analysis projects have been done for the surveil-
lance and analysis of colorectal cancer patients. A Bayesian framework to extract
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recurrence, the key outcome for measuring treatment effectiveness, for colorectal
cancer patients, has been built in [11]. Logistic regression [10] and survival anal-
ysis [13] have been applied to identify recurrences and to model the prognosis
of colorectal cancer patients. Different from these studies, this paper aims at
identifying and describing factors which may affect the occurrence and preva-
lence of colorectal cancer in a new way. This paper applies various data mining
techniques on linked administrative health dataset QLDS. In [2, 4], Adverse drug
reaction has been successfully identified from the same dataset using association
and classification algorithms.

3 Data

3.1 QLDS

We use the Queensland Linked Data Set (QLDS) [15] for this exploratory data
mining study. The QLDS has been made available under an agreement be-
tween Queensland Health and the Australian Department of Health and Ageing
(DoHA). This data set links de-identified patient level hospital separation data
(for the period between 1 July 1995 and 30 June 1999), Medicare Benefits Scheme
(MBS) data, and Pharmaceutical Benefits Scheme (PBS) data (1 January 1995
to 31 December 1999) in Queensland.

Each record in the hospital data corresponds to one inpatient episode. Each
record in the MBS corresponds to one MBS service for one patient. Each record
in the PBS corresponds to one prescription service for one patient. As a result,
each patient may have more than one hospital, MBS, and PBS record. Each
patient is assigned a unique identifier, making it possible to uniquely identify
patients without breaching confidentiality.

The QLDS includes only 70% of all hospitalisations in Queensland, because
patients who did not present a Medicare card have been excluded. As a conse-
quence, certain population subgroups are under-represented in the hospital data.
The biases associated with these data are described in a previous report [16].
The number of patients in the QLDS is 1,176,294.

3.2 Population Selection

A patient is flagged as a CRC patient if they have ever had a hospital separation
between July 1995 and June 1999 with a diagnosis indicating CRC. The ICD9
(The International Classification of Diseases, 9th Revision) codes included are
those beginning with 153 (for malignant neoplasm colon) or 154 (malignant
neoplasm of rectum/anus). All ten diagnosis flags in hospital separation data
are considered. There are 8,104 such patients. In our analysis, the CRC patients
are classified into class 1, all the other patients are classified into class 0.

3.3 Feature Selection

Table 1 lists the features selected for the study. The postcode is based on the
patients’ MBS records. Those patients who do not have any MBS records or their
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postcode does not fall in Queensland have the field value “NO”’ as a missing
value. For the patients who have more than one MBS record, the majority value
is used to decide the value of postcode. The Seifa (Social Economic Index for
Areas) data are mapped from postcodes according to the 1996 Australian Census
data. The Aria (Accessibility/Remoteness Index of Australia) data are derived
from postcodes to reflect the accessibility to health care facilities.

Table 1. Features selected for the study

Feature Description Data Type

Linkid Encrypted link id ID variableSymbol

Gender m:male, f:female Binary

Age Age at 1995 Integer

Age Group Discrete age group 00-43,44-53,54-63,64-73,74-00

Postcode Postcode of Patient categorical

Aria Continuous Access to health facility Continuous

Aria Discrete Access to health facility HA, A, MA,R, VR

Seifa Continuous Postcode’s average household income1 Continuous

Seifa Discrete Postcode’s average household income High, Medium, Low

Consultation Continuous Number of physician consultations Continuous

Consultation Discrete Number of physician consultations High, Medium, Low

Diagnostic Continuous Number of diagnostic items in MBS Continuous

Diagnostic Discrete Number of diagnostic items in MBS High, Medium, Low

Procedure continuous Number of procedure items in MBS Continuous

neoplasm neoplasm flag 0,1

diabetes diabetes flag 0,1

mental mental flag 0,1

circulatory circulatory flag 0,1

heart heart flag 0,1

respiratory respiratory flag 0,1

asthma asthma flag 0,1

muscolo muscolo flag 0,1

Class 0:non-crc 1:crc Binary

Consultation and diagnosis record the average number of MBS services per
year. This is calculated for the period prior to the first CRC hospital event for
CRC patients and for the entire five years (1996–1999) for non-CRC patients.
Consultation is discretised to Low ( c < 4.8), Medium (4.8 ≤ c < 9.2) and
High(c ≥ 9.2). Diagnostic is discretised to Low (d < 2.0), Medium (2.0 ≤ d <

5.43) and High(d ≥ 5.43). These cutoff values are chosen based on results from
running an association algorithm (Magnum Opus). The discretised Seifa values
are Low (s ≤ 856.86), Medium(856.86 < s ≤ 1032.15) and High(s > 1032.15) so
that the population of Queensland has 25% belonging to High, 50% to Medium
and 25% to Low.

4 Association Rule Discovery

4.1 Method

The aim of association analysis is to discover the association between available
variables and the colorectal cancer prevalence. Magnum Opus was first applied to
the whole population in the QLDS. Magnum Opus is an ease to use association
rule discovery tool with excellent flexibility. It finds rules from both transac-
tion data and attribute-value data efficiently [14]. It can discretise the numeric
attributes automatically.

1 Year 2000 survey result from Australian Bureau of Statistics
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4.2 Feature Selection

The selected features used for analysis are listed as follows:

– Gender: m, f
– Age: numeric 3
– AriaDis: categorical
– Seifa: numeric 3
– Consultation: numeric 3
– Diagnostic: numeric 3
– Procedure: numeric 3
– Class: 0, 1

All numeric features are discretised into three sub-ranges, each of which contains
approximately the same number of cases.

4.3 Results for All Patients

A rule has two parts: a Left Hand Side (LHS) and a Right Hand Side (RHS).
The strength of a rule is the proportion of examples covered by the LHS of the
rule that are also covered by the RHS. The lift of a rule is the strength divided
by the RHS coverage proportion. This indicates how much more frequent the
RHS is if the LHS occurs than normal. Table 2 shows a part of the association
rules sorted by lift in descending order. Our observations are as follows.

Table 2. Part of the rules identified by Magnum Opus on all patients

Rule No LHS RHS(Class 1) Lift

Gender=m

1 Age > 50 806 4.75

AriaDis=HA

Consultation < 5.80

Age > 50

2 AriaDis=HA 1299 4.61

Consultation < 5.80

Age > 50

3 Consultation < 5.80 767 4.55

2.40 ≤ Diagnostic ≤ 6.40

– Rule 1 is interesting, covering about 10% of the 8,104 CRC patients. This
group of patients include males aged above 50, with high accessibility to
health facilities and having consultation counts less than 5.8. Patients iden-
tified by the rule are 4.75 times more likely to have CRC than the general
population.

– Rule 2 is a more general rule covering 16% of the CRC population and
retaining a lift of 4.61. Rule 3 is similar.

– These rules all suggest that older patients (50+) with accessibility to health
care facilities but low utilisation rates are more than four times more likely
than the general population to develop colorectal cancer.
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4.4 Results for Patients Over 44

Since most CRC patients are older than 40, we selected patients over 44 years of
age to form a new dataset for analysis. Magnum Opus was applied to this dataset
with selected features and parameters for discretisation as above. Table 3 shows
a part of the association rules sorted by lift in descending order. Our observations
are as follows.

Table 3. Part of the rules identified by Magnum Opus on all patients over 44

Rule No LHS RHS(Class 1) Lift

55 ≤ Age ≤ 68

1 Consultation < 8.00 565 2.82

circulatory=1

heart=0

AriaDis=HA

2 Consultation < 8.00 486 2.55

respiratory=1

asthma=0

55 ≤ Age ≤ 68

3 Consultation < 8.00 714 2.41

circulatory=1

AriaDis=HA

4 Consultation < 8.00 572 2.35

respiratory=1

Consultation < 8.00

5 heart=0 711 2.28

respiratory=1

Consultation < 8.00

6 respiratory=1 726 2.22

asthma=0

AriaDis=HA

7 Consultation < 8.00 760 2.20

circulatory=1

heart=0

Gender=m

8 55 ≤ Age ≤ 68 906 2.15

Consultation < 8.00

muscolo=0

55 ≤ Age ≤ 68

9 AriaDis=HA 863 2.12

Consultation < 8.00

muscolo=0

Consultation < 8.00

10 circulatory=1 1052 2.10

heart=0

muscolo=0

– Patients aged between 55 and 68 with circulatory disease and a low utilisa-
tion of consultations are more than twice as likely than the general popula-
tion to have colorectal cancer.

– Patients with circulatory disease and a low utilisation of consultations living
in regions highly accessible to health care facilities are more than twice as
likely than the general population to have colorectal cancer.

5 Scalable Cluster Analysis

5.1 Method

Clustering is one of the most widely used techniques in data mining. It is used to
reveal patterns in data that can be extremely useful to data analysts. The task
of clustering is to partition a data set into clusters in such a way that the data
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records within each cluster are more similar among themselves than data records
in other clusters [5, 7]. A scalable clustering system, the computational time of
which grows linearly or sub-linearly with the number of data records, bridges
the gap between the limited computational resources and large databases [8, 6].

We employed a scalable clustering algorithm, BIRCH [17], to identify the
groups of patients who are more likely to suffer from CRC. First we normalised
each continuous attribute into the interval [0,1]. Then BIRCH with default set-
ting was used to generate 100 clusters based on these continuous attributes. After
that, CRC patients within each cluster was used to identify high risk clusters
in comparison with the whole data set. For example, the lift is defined as the
proportion of CRC patients covered by a cluster divided by the proportion of
non-CRC patients covered by this cluster. It roughly indicates to what degree
this cluster of people are more likely to suffer from CRC than the whole popula-
tion. To further understand the relationship between one cluster indicator and
the CRC class, we made a bivariate tabular analysis over them and got its Chi-
Square value. The Chi-square value also indicates how much more frequently the
cluster of people suffer from CRC than the whole population. The clusters that
have less than 200 patients are left out since they are too small compared with
the whole data set.

Table 4. Typical clusters with high risk for CRC patients identified from all the
1,176,294 patients

Cluster
Age

Aria-
Seifa

Consu- Diag- Class Coverage
Lift

Chi-
ID Con ltation nostic 1 Cardinality % Square

0 81.7 0.12 859.6 11.9 5.7 45 1623 0.144 4.17 106.82

82 71.7 4.23 967.2 13.2 8.5 236 9485 0.844 3.73 469.70

98 71.5 4.97 1014.6 11.8 7.2 38 1696 0.151 3.35 62.19

12 79.4 0.55 965.7 16.0 8.5 821 38625 3.437 3.18 1257.08

43 65.4 0.02 1048.5 43.8 62.1 62 2934 0.261 3.16 90.89

63 77.5 2.84 963.8 13.7 7.9 377 18120 1.613 3.11 543.53

46 78.2 0.13 1164.3 15.1 9.0 65 3146 0.280 3.09 91.21

39 78.0 5.92 950.0 11.9 6.7 68 3298 0.293 3.08 95.05

72 67.7 0.32 969.3 15.1 9.5 1293 62716 5.581 3.08 1907.42

83 64.7 11.46 943.8 8.2 4.2 15 728 0.065 3.08 20.89

37 67.9 2.74 882.5 10.8 6.3 58 2820 0.251 3.07 80.64

55 62.1 7.89 922.1 9.8 6.1 23 1128 0.100 3.04 31.39

86 78.2 0.06 1049.2 16.2 9.3 559 27477 2.445 3.04 777.53

6 78.4 10.64 923.3 9.3 3.5 19 948 0.084 2.99 25.05

95 65.6 0.11 1045.6 14.4 9.1 750 37627 3.349 2.97 1010.54

53 80.8 3.54 897.7 11.9 5.3 45 2345 0.209 2.86 54.33

79 60.5 3.09 995.7 11.4 7.8 266 14073 1.252 2.82 314.40

47 61.1 2.64 941.2 11.3 7.6 424 22693 2.020 2.79 492.82

76 64.7 4.15 907.8 10.4 6.3 63 3396 0.302 2.76 70.88

97 60.9 10.17 1020.7 6.5 3.9 12 655 0.058 2.73 13.11

58 72.9 1.70 1020.4 12.9 7.8 54 3011 0.268 2.67 56.43

75 64.7 5.79 953.2 10.4 7.0 97 5566 0.495 2.59 95.29

78 55.9 0.36 869.4 11.6 7.2 72 4145 0.369 2.59 70.12

13 78.0 8.12 921.3 9.8 4.2 7 411 0.037 2.53 6.50

21 60.8 0.16 1168.3 12.3 8.6 102 6417 0.571 2.36 80.67

74 62.4 10.47 892.7 8.7 5.0 24 1521 0.135 2.35 18.56

66 57.9 1.76 1035.7 10.7 6.9 43 3191 0.284 2.00 21.64
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5.2 Feature Selection

The selected features are listed as following.

– Age: numeric
– AriaCon: numeric
– Seifa: numeric
– Consultation: numeric
– Diagnostic: numeric
– Class: 0, 1

5.3 Clusters for All Patients

We first applied BIRCH to generate 100 clusters for all the 1,176,294 patients.
It took about 8.19 seconds in total and about 52,608 patients were not clustered
and viewed as outliers.

Table 4 lists typical clusters with high proportions of CRC patients. The clus-
ters are listed in descending order with respect to their lift. The clusters with
lift less than 2.0 are omitted from the table. Each row indicates an interesting
cluster described by a cluster centroid. For example, as listed in the first row of
Table 4, Cluster 0 has a centroid of Age: 81.7, Aria: 0.12, Seifa: 859.6, Consulta-
tions: 11.9, and Diagnostics: 5.7. There are 1,623 patients in the cluster, and 45
CRC patients. The lift is 4.17, i.e., the patients within the cluster are 4.17 times
more likely to suffer from CRC. The estimated χ2 is 106.82. It indicates that this
cluster of patients are significantly more likely to suffer from CRC, compared
with the whole data set. Similar interesting results can be found in Table 4.

5.4 Clusters for Patients Over 44

We also conducted cluster analysis on the patients over 44 years of age. BIRCH
took about 2.39 seconds to generate 100 clusters from the 453,645 patients and
generated 27,955 outliers.

Table 5 lists some typical clusters with high proportions of CRC patients
from these old patients. They are sorted by lift in descending order, while those
with lift less than 1.30 are omitted. A typical example is Cluster 31 as listed in
Table 5. Its cluster centre is Age: 65.1, Aria: 5.41, Seifa: 896.3, Consultations:
41.3, and Diagnostics: 54.0. There are 284 patients in the cluster, and 11 CRC
patients. The lift is 2.50 while the estimated χ2 is 12.12. Again, this cluster
of patients are significantly different from other patients over 44 years of age.
Similar results can be observed from other clusters.

6 Association Classification

6.1 Method

The association classification algorithm developed in [9] generates the optimal
class association rule set. The experimental results in [9] show that the optimal
class rule set achieves a very high classification accuracy.
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Table 5. Typical clusters with high risky of CRC patients on 453,645 patients elder
than 44

Cluster
Age

Aria-
Seifa

Consu- Diag- Class Coverage
Lift

Chi-
ID Con ltation nostic 1 Cardinality % Square

31 65.1 5.42 896.3 41.3 54.0 11 284 0.063 2.50 12.12

88 62.9 7.17 886.8 26.6 35.0 11 296 0.065 2.39 146.43

29 75.2 8.40 922.0 37.7 49.3 7 216 0.048 2.08 81.51

30 81.1 3.64 861.0 25.8 33.9 13 423 0.093 1.97 387.30

65 69.1 11.03 938.3 33.8 44.1 12 416 0.092 1.84 1227.02

71 68.2 4.98 1016.0 31.1 40.6 34 1295 0.285 1.67 452.60

2 73.3 0.31 1199.2 14.5 19.0 26 996 0.220 1.66 376.44

76 72.9 4.74 907.5 31.2 40.7 34 1338 0.295 1.62 744.56

37 65.3 0.14 887.2 28.0 36.6 152 6040 1.331 1.60 850.28

81 68.0 3.62 981.7 38.2 49.9 126 5133 1.132 1.56 460.45

67 74.5 3.72 981.9 40.5 52.8 85 3487 0.769 1.55 69.91

4 82.0 5.93 952.1 26.3 34.3 43 1774 0.391 1.54 19.95

13 79.0 0.06 866.1 35.7 46.7 49 2061 0.454 1.51 25.83

26 81.9 3.59 991.3 35.5 46.4 82 3540 0.780 1.47 40.44

15 66.1 0.31 1197.0 31.9 41.7 20 867 0.191 1.46 89.91

86 73.6 0.09 1133.6 37.3 48.7 22 985 0.217 1.42 12.61

16 71.5 0.39 966.4 41.0 53.5 355 15943 3.514 1.41 19.28

79 76.1 0.66 945.5 37.7 49.2 284 12816 2.825 1.41 63.12

90 80.8 4.10 933.4 33.6 43.9 39 1766 0.389 1.40 838.58

78 75.9 0.10 1044.1 28.3 36.9 420 19294 4.253 1.38 10.81

39 80.6 0.31 1198.2 30.5 39.8 11 514 0.113 1.36 103.71

44 65.6 2.58 945.7 35.2 45.9 212 9921 2.187 1.35 5.77

46 77.3 2.69 944.4 36.0 46.9 98 4628 1.020 1.34 18.93

94 61.3 3.12 997.6 32.7 42.6 160 7569 1.668 1.34 7.69

34 69.1 0.09 1049.0 34.5 45.0 424 20059 4.422 1.34 84.16

82 71.0 2.82 940.2 32.5 42.4 188 9016 1.987 1.32 4.04

54 58.4 0.34 869.3 20.7 27.1 40 1942 0.428 1.30 23.19

51 73.5 1.75 1032.9 33.5 43.7 34 1654 0.365 1.30 6.46

27 66.3 3.24 887.3 37.4 48.8 24 1168 0.257 1.30 47.37

74 81.7 10.53 903.4 32.3 42.3 6 292 0.064 1.30 22.58

However, our dataset has very unbalanced classes. Our main interest is in
finding rules (or cohorts) which lead to higher occurrences of colorectal cancer
patients than the average occurrence. As a result, the original algorithm has been
modified to increase classification accuracy of class 1 patients. The modification
is that, instead of using the minimum global support as a criterion for rules to
be included, local support is introduced to find the rules describing the small
class (class 1). Local Support is defined by Equation 1.

lsup(A → c) =
sup(A → c)

sup(c)
(1)

Here sup(c) and sup(A → c) represent the support (or proportion or relative
frequency) of class c in the whole population and the support of pattern A in
class c respectively. The algorithm will identify rules which give high “lift” values
for class 1. Lift is defined in Equation 2.

lift(A → c) =
lsup(A → c)

sup(A)
(2)
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6.2 Results for All Patients

Example rules identified are listed in Table 6. Rule 1 identifies the patients who
have the following characteristics:

– Aged between 64 and 73.
– In area highly accessible to medical facilities.
– Small number of doctor’s consultations is low
– No heart and musculoskeletal disease.

There are a total of 273 CRC patients in this group. The lift of the group is 6.74.
It implies that the individuals who have these characteristics are 6.74 times likely
to have CRC than general population. Rule 62 indicates that for male population,
living in highly accessible area with circulatory and respiratory disease, but no
heart and asthma disease, the likelihood of CRC is 5.05. Rule 62, 79 and 91 all
suggest that CRC is correlated with circulatory and respiratory disease.

Table 6. Part of the rules identified by association classification algorithm

Rule No Rule Class 1 Lift

Age = 64-73
Aria = HA

1 Consultation = Low 273 6.74
heart = 0
muscolo = 0

Age = 54-63
Aria = HA

3 Consultation = Low 317 6.28
heart = 0
muscolo = 0

Age = 64-73
Consultation = Medium

10 diabetes = 0 255 6.19
circulatory = 1
heart = 0

Gender = m
Aria = HA
mental = 0

62 circulatory = 1 260 5.05
heart = 0
respiratory = 1
asthma = 0

Gender = m
Age = 64-73

66 heart = 0 269 4.97
respiratory = 1
asthma = 0

Age = 74-00
circulatory = 1

79 heart = 0 278 4.89
respiratory = 1
muscolo = 0

Consultation = Low
circulatory = 1

91 respiratory = 1 283 4.77
asthma = 0
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7 Discussion and Conclusion

Three different data mining techniques have been used to explore for possible
factors which may contribute to colorectal cancer. The analysis was performed to
two populations in this study. The first population comprises the those popula-
tion who have developed colorectal cancer during the period of study. The second
population consists of patients who have not developed colorectal cancer. The
analysis explored the main differences between the two populations to identify
potential factors which might lead to high risk of colorectal cancer. Each tech-
nique was applied to the two datasets with demographic and socio-economical
variables and variables extracted from patients’ health care history.

Most of the interesting results are agreeable in terms of high lift value, es-
pecially for the results by using association rule and association classification
techniques. The results from scalable clustering analysis are not as expressive as
those from the former two techniques, but it can efficiently draw a big picture
about the characteristics of CRC patients in the background of whole popula-
tion. These heuristic results from data mining explorations may help health care
professionals in identifying areas for further study of the causes and preventa-
tive factors of colorectal cancer. All data mining methods identified the following
factors as potential risk factors for colorectal cancer:

– Older patients.
– People living near health facilities yet seldom utilising those facilities.
– Patients with respiratory and circulatory diseases.

As mentioned before, limitation of the data (in particular the lack of lifestyle
factors including diet, physical exercise, smoking, and drinking) severely limit
the detailed analyses. The study is not intended to identify the most impor-
tant factors leading to colorectal cancer. Rather it can only explore through the
variables included in the data sets.
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Abstract. How to efficiently discard potentially uninteresting rules in
exploratory rule discovery is one of the important research foci in data
mining. Many researchers have presented algorithms to automatically
remove potentially uninteresting rules utilizing background knowledge
and user-specified constraints. Identifying the significance of exploratory
rules using a significance test is desirable for removing rules that may
appear interesting by chance, hence providing the users with a more com-
pact set of resulting rules. However, applying statistical tests to identify
significant rules requires considerable computation and data access in
order to obtain the necessary statistics. The situation gets worse as the
size of the database increases. In this paper, we propose two approaches
for improving the efficiency of significant exploratory rule discovery. We
also evaluate the experimental effect in impact rule discovery which is
suitable for discovering exploratory rules in very large, dense databases.

Keyword

Exploratory rule discovery, impact rule, rule significance, interestingness measure

1 Introduction

Exploratory rule discovery techniques seek multiple models which are able to ef-
ficiently describe the potentially interesting inter-relationships among attributes
in a database. Searching for multiple models instead of a single model often
results in numerous spurious or uninteresting rules.

How to automatically discard statistically insignificant rules has been an im-
portant issue in research of exploratory rule discovery. Several papers have been
devoted to this topic. Bay and Pazzani [4], Liu et. al [10] and Webb [15], devel-
oped techniques for identifying insignificant rules with qualitative attributes only
(or descretized quantitative attributes). Aumann and Lindell [2] and Huang and
Webb [8] both did research on exploratory rule significance with undescretized
quantitative attributes as consequent.

When filtering insignificant exploratory rules regarding quantitative attributes,
the rule discovery systems have to go through the database several times so as
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to collect the necessary parameters for the significance test. Moreover, consider-
able CPU time has to be spent on data access and looking for the set of records
which is covered by the antecedent of a rule. For example, it has been shown by
Huang and Webb [8] that the time spent for discovering the top 1000 significant
impact rules is on the whole much more than that spent on discovering the top
1000 impact rules without using any filter, especially when most of the top 1000
impact rules are insignificant. A technique for improving the efficiency of the
insignificance filter is presented in the same paper by introducing the triviality
filter. The anti-monotonicity of triviality was utilized to effectively prune the
search space.

There is an immediate need for improving the efficiency of the insignificance
filter for distributional-consequent exploratory rule discovery, even after the in-
troduction of the triviality filter. In this paper, we propose two approaches for
efficiency improving in exploratory rule discovery, which can result in substan-
tial reduction of the computation for discovering significant rules. Although the
demonstration is done on impact rule discovery, these techniques can also be
recast for other exploratory rule discovery tasks.

The paper is organized as follows: In section 2, we introduce the concept
and notations of exploratory rule discovery. Existing techniques for discarding
insignificant exploratory rules is introduced in section 3, followed by the brief
description of impact rule discovery in section 4. The techniques for improving
the efficiency are presented in section 5. In section 6, we provide experimental
results and evaluations. Conclusions are drawn in section 7.

2 Exploratory Rule Discovery

Traditional machine learning systems discover a single model from the available
data that is expected to maximize the accuracy or some other specific measures
of performance on unknown future data. Predictions or classifications are then
done on the basis of this single model [15]. Examples include the decision tree
[12], the decision rules [11], and the Naive-Bayes classifier. However, alternative
models exist that perform equally well as those which are selected by the systems.
Thus, it is not always sensible to choose only one of the“best” models in some
cases. The criteria for deciding whether a model is best or not also varies with
the context of application. Exploratory rule discovery techniques are proposed
to overcome this problem by searching for multiple models which satisfy certain
constraints and presenting all these models to the user. Thus, the users are
provided with alternative choices. Better flexibility is achieved herewith.

Exploratory rule discovery techniques [8] are classified into propositional rule
discovery which seeks rules with qualitative attributes or discretized quantita-
tive attributes only and distributional-consequent rule discovery which seeks
rules with quantitative attributes as consequent. The status or performance such
quantitative attributes are described with their distributions. Association rule

discovery [1], contrast sets discovery [4] are examples of propositional exploratory
rule discovery, while impact rule discovery [13] and quantitative association rule
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discovery [2] both belong to the class of distributional-consequent rule discov-
ery. It is argued that distributional-consequent rules are able to provide better
descriptions of the interrelationship between quantitative attributes and quali-
tative attributes.

Here are some notions of exploratory rule discovery that we are to use in this
paper:

1. A dataset is a finite set of records
2. For propositional rule discovery, a record is an element to which we apply

Boolean predicates called conditions, while for distributional-consequent rule
discovery, a record is a pair < c, v >, where c is the nonempty set of Boolean
conditions, and v is a set of values for the quantitative variables in whose
distribution the users are interested.

3. A rule is in the form of A → C. For propositional rules, both A and C are
conjunctions of Boolean conditions. The status of such rule is described by
interestingness measures like the support and the confidence. Contrarily, for
distributional-consequent rule discovery, A is a conjunction of Boolean con-
ditions while C is a nonempty set of target quantitative variables in which
the users are interested. The quantitative variables are described by distri-
butional statistics. We prefer using A → target to denote a distributional-
consequent rule instead, for the purpose of avoiding confusion.

4. Rule A → C is a parent of B → C if A ⊂ B. If |A| = |B|−1 than the second
rule is a direct parent of the first one, otherwise, it is a grandparent of the
first rule.

5. We use the notion coverset(A), where A is a conjunction of conditions, to
represent the set of records that satisfy the condition (or set of conditions)
A. If a record x is in coverset(A), we say that x is covered by A. If A is ∅,
coverset(A) includes all the records in the database.

6. Coverage(A) is the number of records covered by A. coverage(A) =
|coverset(A)|.

3 Insignificant Exploratory Rules

As is mentioned before, exploratory rule discovery searches for multiple models
in a database, and may lead to discovering spurious or uninteresting rules. How
to decrease the number of resulting rules becomes a problem of concern. One
approach is up to the users to define a suitable set of constraints which may
be utilized so that the algorithm can automatically discard some potentially
uninteresting rules. Another approach is to perform comparison within resulting
rules, so as to present the users with a more compact set of models. Techniques
regarding automatically removing potentially uninteresting rules are summarized
by Huang and Webb [8].

3.1 Improvement

Filtering insignificant rules using statistical tests is one of the interesting topics
of research. By using this technique we perform significance tests among rules
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and discard those happen to appear interesting only by chance. To provide a clear
idea of insignificant rules, we will at first introduce the concept of rule improve-

ment defined by Bayardo et al. [5]. Confidence improvement which is used as
an example, defined a minimum improvement in confidence that a propositional
rule must exhibit in order to be regarded as potentially interesting:

imp(A → C) = min(∀A′ ⊂ A, confidence(A → C)

−confidence(A′ → C))

It is argued that setting a minimum improvement is desirable in discarding
potentially uninteresting exploratory rules. However, the values used for com-
parison are derived from samples instead of from the total population. There
is the problem that the observed improvement provides only an estimate of the
true improvement, and if no account is taken of the quality of that estimate, so
it is likely to result in poor decisions.

Rule filtering techniques regarding the significance of rules concern about the
statistically significance of the improvement, rather than the values of interest-
ingness measures. Statistical tests are done with resulting rules and those within
expectation (or without enough surprisingness) are automatically removed. Such
techniques may lead to type-1 error, which result in accepting spurious or un-
interesting rules and type-2 error, which result in rejecting rules that are not
spurious. A technique for statistically sound exploratory rule discovery is pro-
posed by Webb [15] using a holdout set to validate the resulting rules.

3.2 Statistical significance of rules

Chi-square test is a widely used test for identifying propositional rule indepen-
dence. Liu et al. [10] did research on association rules with a fixed attribute as
consequent. They used a chi-square test to decide whether the antecedent of a
rule is independent from its consequent or not, accepting only rules whose an-
tecedent and consequent are positively correlated, thus, discarding rules which
happen to appear interesting by chance. The rules discarded by using an inde-
pendent test are referred to as insignificant rules.

Consider the following Boolean-consequent rules:

A → C[support = 60%, confidence = 90%]

A&B → C[support = 45%, confidence = 91%]

A&D → C[support = 46%, confidence = 70%]

There is a high possibility that the conditions B and C are conditionally in-
dependent given A, thus the second rule provides little interesting information.
According to Liu et al., the third rule does not bear interesting information,
either. It should also be discarded, because the condition D is negatively corre-
lated to condition C, given A. Bay and Pazzani [4] also made use of Chi-square
test to decide the significance of contrast sets. Webb [15] proposed a statistically
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sound technique for filtering insignificant rules, using the Fisher exact test and
a hold out set.

Aumann and Lindell [2] and Huang and Webb [8] both proposed ideas for
filtering insignificant distributional-consequent exploratory rules. In this paper,
we use the definition proposed by the latter.

Definition 1. significant impact rule An impact rule A → target is signifi-

cant if the distribution of its target is significantly improved in comparison with

the target distribution of any of its direct parents’. The measure for the target

distribution can be the mean, the variance etc.

significant(A → target) = ∀x ∈ A, dist(coverset(A))

≫ dist(coverset(A − x) − coverset(A))1

An impact rule is insignificant if it is not significant.

Definitions of insignificant propositional exploratory rules are provided by
Liu et al. [10] and Bay and Pazzani [4].

In this paper, the mean of the target attribute over coverset(A) is used as the
interestingness measure to be compared for the impact rule. Statistical test is
done to decide whether the target means of two samples are significantly different
from each other.

4 K-Most-Interesting Impact Rule Discovery and

Notations

The impact rule discovery algorithm we adopt is based on the OPUS [14] al-
gorithm, which enable the successfully discovery of the top k impact rules that
satisfy a certain set of constraints.

We characterized the terminology of k-most-interesting impact rule discovery
to be used in this paper as follows:

1. An impact rule is in form of A → target, while the target is describe by the
following measures: coverage, mean, variance, maximum, minimum, sum

and impact.
2. Impact is a interestingness measure suggested by Webb [13]2: impact(A →

target) = (mean(A → target) − targ) × coverage(A)).
3. An k-most-interesting impact rule discovery task is a 7-tuple:

KMIIRD(C, T ,D,M, λ, I, k).

C: is a nonempty set of Boolean conditions, which are the set of available
conditions for impact rule antecedents.

1 The token “≫” is used to denote significantly improved, and dist(R) is used to
represent the distribution of the target variable over the set of records R.

2 In this formula, mean(A → target) denotes the mean of the targets covered by A,
and coverage(A) is the number of the records covered by A.
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Algorithm: OPUS IR Filter(Current, Available, M)

1. SoFar := ∅

2. FOR EACH P in Available
2.1 New := Current ∪ P
2.2 IF New satisfies all the prunable constraints in M except the nontrivial [8]

constraint THEN
2.2.1 IF any direct subset of New has the same coverage as New THEN

New → relevant stats is a trivial rule
Any superset of New is trivial, so do not access any children of this node,
go to step 2.

2.2.2 ELSE IF the mean of New → relevant stats is significantly higher than all its
direct parents THEN

IF the rule satisfies all the other non-prunable constraints in M

THEN record Rule to the ordered rule list
OPUS IR Filter(New, SoFar, M)
SoFar := SoFar ∪ P

2.2.3 END IF
2.3 END IF

3. END FOR

Table 1. OPUS IR Filter

T : is a nonempty set of the variables in whose distribution we are interested.

D: is a nonempty set of records, which is called the database. A record is a
pair < c, v >, c ⊆ C and v is a set of values for T .

M: is a set of constraints. There are two types of constraints prunable and
unprunable constraints. Prunable constraints are constraints that you
can derive useful bounds for search space pruning and still ensures the
completeness of information. Examples include the anti-monotone, the
succinct constraints [7], or the convertible constraints [9]. Constraints
which are not prunable are unprunable constraints

λ: {X → Y } × {D} → R is a function from rules and databases to val-
ues and defines a interestingness metric such that the greater the value
of λ(X → Y,D) the greater the interestingness of this rule given the
database.

I: is the set of impact rules that can be derived from D, whose antecedents
are conjunctions of one or more conditions in C, whose targets are mem-
bers of T , and which satisfy the constraints in M.

k: is a user specified integer number denoting the number of rules in the
ultimate solution for this task.

The original algorithm for impact rule discovery with filters are described
in table 1. In this table, current is the set of conditions, whose supersets are
currently being explored. Available is the set of conditions that may be added
to current. By adding every condition in available to current one by one, we
form the antecedent of the current rule: New → target, which will be referred to
later as current rules. Rule list is an ordered list of the top-k interesting rules
we have encountered.
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5 Efficient Identification of Exploratory Rule Significance

5.1 Deriving Difference Set Statistics without Data Access

According to the algorithm in table 1 and definition 1, we have to compare the
mean of current rule with the means of all its direct parents’ in order to decide
whether a rule is significant or not. The set difference operations necessary for
this purpose requires excessive data access and computation. However with the
status of current rule and all its parent rules known, we will be able to derive
the statistics of the difference sets for performing the significance test, without
additional access to the database. The following lemma validates this statement.

Lemma 1. Suppose we are searching for impact rules from a database D. If
A ⊂ B, and coverset(A)−coverset(B) = R, where A and B are both conjunction
of conditions, R is a set of records from D. If the mean and variance of the
target attribute over coverset(A) and coverset(B) are known, as well as the
cardinality of both record sets, the mean and variance of the target attribute
over set R can be derived without additional data access.

Proof. Since coverset(A) − coverset(B) = R, it is obvious that

|R| = coverage(A) − coverage(B) (1)

mean(R) =
coverage(A) × mean(A → target) − coverage(B) × mean(B → target)

|R|
(2)

variance(A → target) =

∑
x∈coverset(A)

(target(x) − mean(A → target))2

coverage(A) − 1
(3)

variance(B → target) =

∑
x∈coverset(B)

(target(x) − mean(B → target))2

coverage(B) − 1
(4)

∑

x∈coverset(A)

target(x) = mean(A → target) × coverage(A) (5)

∑

x∈coverset(B)

target(x) = mean(B → target) × coverage(B) (6)

From 3, 4, 5 and 6 it is feasible to derive the following equation:

∑

x∈R

target(x)2 =
∑

x∈coverset(A)

target(x)2 −
∑

x∈coverset(B)

target(x)2

= variance(A → target) × (coverage(A) − 1)

+mean(A → target)2 × coverage(A)

−variance(B → target) × (coverage(B) − 1)

−mean(B → target)2 × coverage(B)

(7)
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∑

x∈R

target(x) =
∑

x∈coverset(A)

target(x) −
∑

x∈coverset(B)

target(x) (8)

Thus,

variance(R) =

∑
x∈R

(target(x) − mean(R))2

|R| − 1

=

∑
x∈R

target(x)2

|R| − 1
−

2mean(R)
∑

x∈R
target(x)

|R| − 1
+

|R|mean(R)2

|R| − 1

Since all the parameters in the right hand side of the equation are already known,

we are able to derive all the necessary statistics for doing significance test without

accessing the records in R. The lemma is proved.

Note: in this proof, mean(A → target) denotes the target mean of the records

covered by rule A → target, variance(A → target) denotes the target variance of the

records covered by rule A → target, while mean(R) denotes the target mean of the

records in record set R, and variance(R) represents the target variance of the records

in R.

By deriving the difference set statistics from the statistics of the parent rule

and New → target in table 1, we are able to save data access and computation
for collecting the statistics for performing the significance test, thus improve the
efficiency of the search algorithm.

5.2 The Circular intersection approach

Parallel Intersection Approach According to the definition of significant
impact rules, we compare the current rule with all its direct parents to identify its
significance. In the original OPUS IR Filter algorithm, the procedure described
in figure 1 is employed to find the coverset of every direct parent of the current
rule which is being explored. Each arrow in figure 1 represents an intersection
operation. When deciding whether a rule with 5 conditions, namely A, B, C, D

and E on the antecedent is significant or not, the algorithm have to go through
16 intersection operations! We refer to this approach as the parallel intersection

approach.
By examining figure 1, we notice that there are considerable overlaps in

the parallel intersection approach. For example, by using the parallel inter-
section approach, we have to do the same intersection of coverset(A) and
coverset(B) three times, when searching for coverset(ABCD), coverset(ABCE)
and coverset(ABDE). There must be a way in which two of these operations
can be omitted.

Circular Intersection Approach we propose the approach of circular inter-

section which is shown in figure 23. In this approach, intersections are done in

3 Each dashed arrow in figure 2 and figure 3 points to the outcome of that specific
intersection operation and does not represent an actual operation.
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Fig. 1. The parallel intersection Approach for ABCDE

two stages. Firstly, in the forward stage, intersections are done from condition
A to condition E one at a time, and the results are kept in memory. Then we
do intersections from the last condition E back to the second one B, which is
referred to as the backward stage. During the backward stage, the coverset of
each direct parent of the current rule is found. By introducing the circular inter-
section approach, the number of intersection operations required for identifying
the significance of current rule is reduced to only 10.

Fig. 2. The circular intersection approach flow for ABCDE

Complexity Using the parallel intersection approach, the number of intersec-
tion operations for iterating through all the subsets is:

(n − 2) × n + 1,

where n is the maximum number of conditions on the rule antecedent. The
complexity is O(n2).

After introducing the circular intersection approach, the intersection opera-
tions for iterating through all the subsets are:

3n − 5.

The complexity is O(n). However, practically the difference in running time will
not be so dramatic, since we have introduced the triviality filter, which enables
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the pruning of the search space. Both the parallel intersection procedure and the
circular intersection procedure will probably stop at anytime when it is identified
that the current rule is a trivial rule.

The two approaches (the difference set statistics derivation approach and the
circular intersection approach) mentioned above can combine with each other
so as to achieve higher efficiency. We can save one more intersection operation
by introducing the difference set statistics derivation technique in section 5.1.
Suppose that we are deciding whether the rule A&B&C&D&E → target is
significant or not. Now that the statistics of one of its parent A&B&C&D →
target is known, thus we don’t have to derive the statistics of coverset(ABCD)
once again. Hereby, one intersection operation can also be saved by following the
procedure shown in figure 3 according to lemma 5.1. The number of necessary

Fig. 3. The circular intersection approach for ABCDE when current is ABCD

intersection operations is reduced to

3n − 6.

The new algorithm for impact rule discovery with filters is shown in table
2. In this table, the parent rule is the corresponding rule for the node whose
children we are currently exploring. The antecedent of parent rule is current.

6 Experimental Evaluations

In order to explain how the techniques introduced in this paper can practically
improve the efficiency of rule discovery, we do our experiments by applying the
new algorithm to 10 databases chosen from the UCI Machine Learning reposi-
tory [6] and the UCI KDD archives [3]. The databases are described in table 3.
We applied 3-bin equal-frequency decrepitation to map all the quantitative at-
tributes, except the target attribute, into qualitative ones. The significance level
we chose to decide the significance of impact rules is 0.05. The minimum coverage
for discovered impact rules is set to 0.01, which is very low. The running time
shown in the figures and tables are CPU time spent for the algorithms to search
for top 1000 significant impact rules with the highest impact on a computer with
two PIII 933MHz processors, 1.5G memory, and 4G virtual memory.
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(a) (b)

(c) (d)

(e)

Fig. 4. Comparison of Running Time before and after applying data access sav-
ing techniques for (a) abalone, (b) heart, (c) housing, (d) German credit, and (e)
ipums.la.97
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Algorithm: OPUS IR Filter(Current, Available, parent rule, M)

1 SoFar := ∅;
2 FOR EACH P in Available

2.1 New := Current ∪ P
2.2 IF New satisfies all the prunable constraints in M except the nontrivial

constraint THEN

2.2.1 Derive the statistics of coverset(Current)− coverset(New), according to lemma
5.1.

2.2.2 IF the mean of New → target is not significantly improved comparing to
coverset(Current) − coverset(New) THEN

go to step 2.2.4;
2.2.3 ELSE use the circular intersection to comparing the mean of New → target with

the mean of its direct parents other than parent rule

2.2.3.1 IF the mean New → target is significantly improved comparing to all its
direct parents THEN
record New → target to rule list;
OPUS IR Filter(New, SoFar, New → target);
SoFar := SoFar ∪ P ;

2.2.3.2 END IF;

2.2.4 END IF;

2.3 END IF;
3 END FOR

Table 2. Improved OPUS IR Filter

database records attributes conditions Target

Abalone 4117 9 24 Shuckedweight
Heart 270 13 40 Max heart rate

Housing 506 14 49 MEDV
German credit 1000 20 77 Credit amount
Ipums.la.97 70187 61 1693 Total income
Ipums.la.98 74954 61 1610 Total income
Ipums.la.99 88443 61 1889 Total income
Ticdata2000 5822 86 771 Ave. income

Census income 199523 42 522 Wage per hour
Covtype 581012 55 131 Elevation

Table 3. Basic information of the databases

We ran the program without using the algorithm proposed in table 1 first.
For databases abalone, heart, housing, German credit and ipmus.la.97, which
is relatively smaller, we set the maximum number of conditions on the rule
antecedent (MNC for short) from 3 to 8, and then run the program with no
limit on the MNC. After that, the new algorithm in table 2 is ran according
to the same procedure. The CPU time spent for these programs to search for
the top 1000 significant impact rules is presented using line charts in figure 4.
For ipmus.la.98, ipmus.la.99, ticdata2000, census income and covtype, which are
relatively larger databases, we only ran the programs with MNC set to 3, 4, and
5. The experimental results are listed in table 4.

With MNC set to 3, the number of intersection operations required for doing
insignificant tests are the same, regardless of whether the circular intersection
technique is introduced or not. Thus, the difference in efficiency between the
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Database status MNC=3 MNC=4 MNC=5
Ipums.la.98 before 74.41 300.47 1860.31

after 46.15 130.62 482.52
Ipums.la.99 before 750.6 2785.46 9805.81

after 103.29 312.66 820.72
Ticdata2000 before 116.55 1669.76 10808.03

after 73.17 1027.33 7946.36
Census-income before 577.32 2362.53 3781.6

after 351.56 1054.58 2075.2
Covtype before 3529.95 11300.45 20686.95

after 2315.47 9803.97 16987.18
Table 4. Time spent (in seconds) for searching for significant rules in databases:
ipums.la.98, ipums.la.99, ticdata2000, census income, covtype before and after
the techniques are introduced

algorithms in table 1 and table 2 is caused by applying the data access saving
approach which is proposed in section 5.1. For instance, it took the algorithm in
table 1 more than 70 seconds to find the top 1000 significant rules in ipums.la.98

with MNC set to 3, while the time for the algorithm in table 2 to finish the same
task is only 57 seconds.

When the MNC is set to a number greater than 3, the trend of increase in
running time is much steeper before applying the techniques proposed in section
5 than after. The difference in efficiency increases with the MNC. When there
is no limit on the maximum number of conditions on the rule antecedent, the
time spent for the new algorithm to search for top 1000 significant impact rules
in ipums.la.97 is less than one sixth of that necessary for the old one. However,
the running time is also influenced by other factors including the size of the
databases, the number of trivial rules in the top 1000 impact rule, and the
number of significant rules.

7 Conclusion

The large number of resulting rules has long been a handicap for exploratory
rule discovery. Many techniques have been proposed to reduce the set of re-
sulting rules to a manageable size. Removing statistically insignificant rules is
one of those techniques that are popular. Such techniques lead to considerable
decrease in the resulting number of exploratory rules. However, performing sta-
tistical tests to identify the significance of a rule requires considerable data access
and computation. We proposed two techniques in this paper, which can improve
the efficiency of rule discovery by deriving difference set statistics without ad-
ditional reference to the data, and by reducing the redundancy of intersection
operations. We implemented the techniques in k-most-interesting impact rule
discovery, which is suitable for distributional-consequent exploratory rule dis-
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covery in very large, dense databases. Experimental results show a substantial
improvement in efficiency after applying these techniques.
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Abstract. In this paper, we describe a novel data driven hierarchical hidden

Markov model. We describe a recursive two step process: using the Gaussian

mixture technique to cluster profiles extracted from the raw data into groups, and

then apply the hidden Markov model to further group profiles with similar tempo-

ral behaviors into sub-clusters. The two step process is then recursively applied

until a hierarchical hidden Markov model is constructed. This methodology is

applied to health insurance data. It is found that profiles with similar temporal

behaviors are grouped into the same cluster. It is also found that by using a priori

information on the profiles, we can further distinguish ambiguous profiles into

ones which may be suffering from particular diseases. Thus, the methodology

can be used for large scale automatic annotation of databases.

1 Introduction
With the rapid development in computers, networks and database technologies, data

collection and storage is becoming an almost effortless task. However, the interpretation

and extraction of knowledge from the data collected is still in its infancy. There are a

number of ways in which knowledge can be extracted from the data. For example, one

may extract some underlying rules in which data is associated, or one may cluster data

into groups of similar objects.

In this paper, we are concerned with the grouping together of temporal sequences

which have similar behaviors. A temporal sequence is a collection of an ordered se-

quence of events with embedded temporal dependence. The aim of this paper is to

investigate ways in which similar temporal behavioral patterns hidden in a very large

set of medical transaction data can be grouped together. It will be shown that with ju-

dicious use of limited a priori information, similar temporal behavioral patterns which

correspond to patients suffering from particular ailments can be distinguished. This is

interesting in that the grouping of temporal patterns together without any a priori in-

formation forms groups which are unlabelled. But by providing very limited a priori

information, in this case, the treatment information of the medical problems suffered

by patients 3, it is possible to further disambiguate similar temporal behavioral patterns

3 Note that we do not have access to notes taken by medical service providers, nor do we have

access to the diagnosis of the patient’s ailments. The information on medical condition is

inferred from the types of procedures taken by the medical service providers.
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within an unlabelled group concerning the nature of the patient’s ailments. Thus, the

proposed technique can be used for large scale automatic annotation of databases con-

taining unlabeled data. Such automatic annotation will add value to the existing medical

transaction databases, routinely collected by medical insurance vendors. This paper will

present the ideas in a procedural fashion, and will make use of data from large medical

transaction databases.

A set of 180 GB de-identified medical records, which covers 7 consecutive quar-

ters of transactions, has been provided by the Australia Health Insurance Commission

(HIC), a national medical insurance vendor which provides universal health cover to all

Australian citizens and permanent residents, with the aim of discovering similar tem-

poral behavioral patterns amongst patients in the dataset. The dataset contains detailed

information for each medical claim made by patients, from personal details such as

name4, gender, age and address5, to medical service details such as the name and ad-

dress of the provider 4, the date and the type of service6, the amount of benefit paid to

the service provider along with the payment method (pay at service, “direct billing”),

etc.

The ideas presented in this paper can be subdivided into the following five tasks:

(1) Feature extraction to extract representative features of the underlying temporal

behavior of the patient.

(2) Creation of cohorts considers the fact that patient’s medical records change dra-

matically with age. Patients of similar age form an age cohort. Steps (1) and (2) are

pre-processing steps which prepare the data for the application of pattern discovery

techniques.

(3) Clustering Gaussian mixture clustering is applied to identify clusters among the

data for each age cohort; the result of this clustering serves the purpose of labeling

of data. This step gathers profiles together according to some norm based on the

entire profile, rather than based on temporal variations within the profile.

(4) Pattern discovery is accomplished through hidden Markov models (HMM), a stochas-

tic model commonly used in temporal behavioral pattern discovery, is proposed for

the task at hand. HMMs are not particularly suited for large scale data mining tasks

given the high computational demand for training these models. This problem is al-

leviated through the recursive training of HMMs on small portions of the data set;

a step which will be addressed in greater detail later in this paper. Steps (3) and (4)

are executed recursively until convergence occurred. This recursive process yields

a set of HMMs which are hierarchically clustered.

(5) Automatic annotation . Without any a priori information, the clusters will contain

temporal behaviours of patients who might be suffering from various ailments. In

other words, different ailments will produce similar temporal behavioral patterns.

In order to disambiguate these similar patterns, limited a priori information on the

medical treatments received by patients in the form of items used by the medical

4 This has been replaced by a unique identifier which bears no resemblance to the name as a

means of protecting the identity.
5 Only the post code is provided to ensure privacy.
6 HIC produces a Medical Benefit Schedule which encodes each medical service with a unique

item number, together with the amount of benefit a patient can claim for that particular service.
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service providers is used to further separate the patterns within the same cluster as

obtained in steps (3) and (4) into ailments which the patient might be suffering7.

Thus, by utilizing the information on medical items used by the medical service

providers, we are able to obtain an automatic annotation technique which can an-

notate large scale medical transaction records. Such annotation would be useful for

further research on the databases, e.g., for public health purposes.

The organization of this paper is as follows: Section 2 describes the techniques used

in the pre-processing steps. A general discussion of pattern discovery is given in Section

3. Our methodology will be presented in Section 4. Experimental results are shown in

Section 5. Conclusions are drawn in Section 6.

2 Representation of temporal sequences

The dataset provided by Health Insurance Commission is a very detailed record of pa-

tients’ medical history over 7 quarters. The extraction of many of the features contained

in the dataset could result in a good representation of temporal sequences. We focus

our interest on finding patterns which describe the distribution of the amount of benefit

paid, since this feature not only bears patient’s medical behaviors, it also encodes most

types of service implicitly. Thus, the amount of benefit paid is chosen as the feature to

be extracted from the dataset.

When the daily benefit paid is used as the element of temporal sequences, it could

bring too much fluctuations into the profile since not many patients see medical service

providers daily. A method commonly adopted to smoothing the profile is to use a tem-

poral sliding window. With trial and error, we found 14 days to be a suitable choice for

the size of sliding window. This choice could be justified ex poste in that a patient is

often required to see medical service providers a number of times over a short period of

time in a course of treatments. Thus by summing the benefit paid over a time window

of 14 days, the natural process of medical treatment can be captured.

A proper representation of the dataset is fundamental for a successful pattern dis-

covery. We improve on the procedure by considering the border effects, which arise

as the benefit claims are often not lodged on the same day as the date of service. We

observed that a claim could be made as late as several months after the provision of

the service. When using the entire 7 quarters of data available to us could introduce

artificial border effects, as in the last quarter of data, some of the claims may not have

been lodged since some patients may not lodge them until much later 8. This distortion

can be overcome by introducing a cut-off date for claims made within a particular pe-

riod of time. We chose 365 days or one year as the period for each patient as it was

observed that this ensures that 99.8% of services provided are claimed. As a result, a

one-dimensional profile of 352 elements is obtained for each patient by extracting, from

the longitudinal medical records, the benefits paid over 365 days and then totaling the

value by sliding a window of size of 14 days with a sliding step of 1. Three typical

profiles are shown in Figure 1.

7 Note that we do not have access to medical service providers’ diagnosis nor notes.
8 The legal limit is that any claim must be made within 12 months of the service being rendered.
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Fig. 1. Three profiles from the dataset.

It is found that a patient’s medical condition can change dramatically with age.

Segmenting the profiles into cohorts of patients of similar age gives two advantages:

First, it reduces the size of the dataset for later tasks, and secondly it reduces the impact

of age related medical issues on the learning tasks. Consequently, we generated age-

cohorts as illustrated in Table 1.

Table 1 shows that for both male and female patients the amount of benefit paid

and the frequency of medical services decrease until the patients reach adolescence.

Then these values experience a rapid increase before slowing down until retirement age

for female patients; a similar trend can be observed for male patients but at a much

slower rate. The striking observation is that female patients older than 16 years of age

use medical services considerably more frequently than their male counterpart. This

behavior may come from the sexual differences and is associated with its ongoing con-

sequences (e.g. child bearing). In contrast, more boys (male children younger than 16)

seek medical services than girls of the same age. This may be caused by the general ob-

Table 1. Cohort groups and sizes.

Female Male

Age Number ofAv. num.Av. valueNumber ofAv. num.Av. value

cohort patients of claims of claim patients of claims of claim

0-3 460,548 7.65 229.94 489,403 8.29 257.56

4-6 347,328 5.58 166.34 368,972 5.79 179.33

7-15 957,225 4.47 158.04 997,945 4.39 161.58

16-24 1,053,985 7.41 308.14 946,464 4.77 196.22

25-35 1,498,662 9.04 437.98 1,257,976 5.29 227.97

36-44 1,221,511 8.59 448.24 1,074,617 6.09 285.41

45-55 1,287,334 9.82 524.06 1,199,845 7.38 388.57

56-70 1,101,022 12.73 684.27 1,068,311 11.21 654.19

>70 862,858 16.97 875.29 556,972 15.07 715.07
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servation that boys are more exploratory outdoors and thus incurring a higher exposure

to risky activities than girls. This difference fades with aging, when more frequent and

expensive medical services are incurred.

In summary, a dimension reduction of the dataset is achieved by setting up a one-

dimensional profile for each patient, and the dataset is segmented into age cohorts.

The pattern discovery techniques will be applied to each age cohort separately so that

patterns in the same age cohort may have a better chance of being grouped together.

3 Pattern discovery techniques

This section gives a general introduction to Gaussian Mixture models and Hidden

Markov models which will be employed to the pattern discovery task later in this paper.

We will also describe a methodology to obtaining a hierarchical set of hidden Markov

models from the set of patient profiles. This is a two step process:

Step 1 Clustering of the entire profiles. In this step, we will group profiles together

according to their overall pattern. This is achieved by using a clustering technique

such as a Gaussian mixture model.

Step 2 Use a hidden Markov model to further divide the clusters obtained in Step 1

into clusters of similar temporal behavioral patterns.

3.1 Gaussian mixture model as a clustering tool

The task of discovering temporal patterns could be initialized by clustering because of

its ability to segment data into clusters according to a similarity criterion. There are a

number of possible algorithms which can be employed for this purpose, e.g., K-means

clustering algorithm [4], Gaussian mixture algorithm [5], mixture of HMMs [10], self

organizing map method [6]. Due to its simplicity the K-means algorithm has been used

in first experiments, but the results showed that it does not cluster sparse vectors well. In

our case, sparse vectors are common occurrences as most patients do not visit a medical

service provider regularly at daily intervals. Mixture of HMMs can serve as a tool of

clustering, but given the size of the dataset, it will be computationally expensive to

use. Similarly the same observation is true for the Self-Organizing Map. In this respect,

Gaussian mixture (GM) models are more practical [3].

We assume that the data observed are generated by a D-dimensional GM of N

components (N clusters) with the following probability density function [3]:

f(x|Ψ) =

N−1
∑

n=0

png(x|Θn)

where Ψ denotes the vector encompassing all the mixture parameters (Θn and pn), pn
(> 0,n= 0, 1, 2,..., N-1,

∑N−1
n=0 pn = 1) is the weight of the nth component in the model,

or the possibility that the pattern x was generated from the nth component. Θn stands

for all the parameters (µn and V n) of the nth D-variate Gaussian distribution g(x|Θn)
of probability density function:

g(x|Θn) =
exp−

1

2
(x−µ)T (V )−1(x−µ)

√

(2π)Ddet(V n)
(1)
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with mean vector µn and covariance matrix V n.

In general, the parameters of the model are typically trained using expectation max-

imization (EM) algorithm [3] which is used to produce the maximum likelihood esti-

mates µ̂n and V̂n to parameters µn and V n, respectively. More importantly, the pa-

rameters can be improved through some EM iterations [7] with respect to the dataset x

= {xm,m=0,1,...,M-1} so that the model will fit the data better. The updating of param-

eters in the k-th EM iteration is as follows [7]:

h(k)
n (xm)=

p
(k−1)
n (xm)g(xm, Θ

(k−1)
n )

fk−1(xm)

p̂(k)
n (x)=

∑M−1
m=0 h

(k)
n (xm)

M

µ̂
(k)
n (x)=

∑M−1
m=0 xmh

(k)
n (xm)

Mp̂
(k)
n (x)

V̂(k)
n (x)=

∑

(xm−µ̂
(k)
n (x))h

(k)
n (xm)(xm−µ̂

(k)
n (x))

T

Mp̂
(k)
n (x)

where p̂
(k)
n (x), µ̂

(k)
n (x) and V̂

(k)
n (x) are the maximum likelihood (ML) estimators for

the unknown parameters pn, µn and V n.

The EM iteration or the updating of parameters, will stop when one of the following

criteria is satisfied:

1. not enough improvement, γ > 0 is given by user,

1 ≤
L(Ψ̂ (k))

L(Ψ̂ (k−1))
≤ 1 + γ, where

L(Ψ̂ (k)) =

M−1
∑

m=0

log[

N−1
∑

n=0

p̂(k)
n g(xm|Θ̂(k)

n )]

2. k = K, K is the maximum number of EM iterations.

After the updating of parameters through the EM algorithm, a Gaussian mixture

model is able to cluster each xm (m= 0, 1, 2,..., M-1) into a cluster c if

βn(x) = log[p̂ng(x|Θ̂)] (2)

c = arg max
n=0,1,2,...,N−1

βn(x) (3)

With the GM model, a problematic issue is the choice of the number of components

N. The number of components could be assigned based on a knowledge of the dataset,

or obtained by applying some information criteria (IC) [8], which provides a rational

choice of the number of components based on Bayesian arguments. In our work, we

chose the number as 6 through preliminary experiments on the dataset, while IC will be

considered in future work.

The work of pattern discovery cannot be done properly by only employing the GM

model, because:
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1. the EM algorithm would not guarantee a set of parameters which is located at the

global minimum of the likelihood function, i.e., the initialization of the parame-

ters has an impact on the results of estimators. There is no doubt the impact will

eventually be transferred to the clustering of dataset implicitly.

2. the number of clusters cannot be decided dynamically with respect to the size of

dataset, even with the application of an information criterion since an IC only offers

a choice based on convergence in probability.

These issues can be overcame, to some extent, through a recursive application of HMMs.

3.2 The Hidden Markov Model

A hidden Markov model (HMM) is a system of states with a probabilistic state transition

model which can model a given sequence of events.

A number of variants of HMMs are available [9], such as discrete HMM, continuous

observation HMM, input-output HMM. In our case, a continuous HMM is deployed.

It is assumed that the observations y1,y2, . . . ,yT are generated by a multivariate

probability density function. For simplicity, we will assume that this is generated by a

Gaussian mixture as follows:

fy|x(ξ|i) =
M
∑

m=1

cimN (ξ; µim, Cim) (4)

where N (ξ; µim, Cim) denotes a Gaussian probability density function with mean µim

and covariance matrix Cim. The notation fy|x(·) denotes the probability of observing y

given the hidden state sequence x. The constants cim are known as mixing coefficients.

In order to be a probability density function, we must have
∑M

m=1 cim = 1 for 1 ≤ i ≤
S, and S is the size of the alphabet (the dimension of the state space).

It is further assumed that the observation probability density functions are gener-

ated by a hidden state x, x is a S dimensional vector. This state follows the evolution

equation:

x(t + 1) = Ax(t) (5)

where A is the state transition matrix, with initial condition x(0) = π0. The parameters

in the model are then M = {S, π0, A, {fy|x(ξ|i), 1 ≤ i ≤ S}}.

The problem in HMM estimation can be divided into two sub-problems [9]:

1. Given a series of training observations for a given entity, say, a label, how do we

train an HMM to represent this label? This problem becomes the finding of a proce-

dure for estimating an appropriate state transition matrix A, and observation prob-

ability density function fy|x for each state.

2. Given a trained HMM, how do we find the likelihood that it produced the incoming

observation sequence.

The HMM estimation algorithm is readily available in e.g., [1, 2, 9]. We will use the

training algorithm presented in [9]. And for the problem of finding class labels given a

set of observations, the Viterbi algorithm [9] is used.
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4 The methodology

Our approach to the task of pattern discovery is presented in this section. A two-step

approach is used which is then applied recursively to obtain a hierarchical set of HMMs.

In the first step, GM is engaged to detect clusters among the profiles. The second step

trains a set of HMMs, one for each cluster of profiles. To reduce the computational

burden, the HMMs are trained recursively on relatively small subsets. In each iteration,

the HMMs are trained on a different subset of randomly selected profiles from the

cluster until the classification error reaches a minimum.

4.1 Gaussian mixture clustering

It was mentioned in Section 2 that cohorts of patients of similar age are considered for

the pattern recognition task. In this section we choose age cohort 56-70 to illustrate the

approach. There are a total of 2,169,333 profiles in this age cohort; we will divide them

into a training data set and a validation data set. The GM clustering approach addressed

in Section 3.1 is employed on 91,219 randomly selected profiles from the data pool.

We employ this relatively small subset of data rather than the full data set available

in this cohort group as it suffices for illustration purposes and it allows us to reduce

the turn around time for experiments. Since both, GM and HMM scale linearly with

the number of training data, the training time required for the full dataset are easily

estimated through a linear adjustment of the training times stated in this paper. It is

important to note that the size of this subset has been chosen so that it contains a good

representation of the feature domain available in the full data set.

Out of 91,219 profiles, 64,553 will be used for the training process; all remaining

profiles are used for the validation purpose. We assume that the dataset is generated by

a Gaussian mixture model of N = 6 components. The parameters of the model will

be first estimated by utilizing the EM algorithm, and then updated through a few EM

iterations as shown in Section 3.1 for a better representation to the dataset. The updating

ends when improvement of the log likelihood of the incomplete data is less than 1% or

the number of EM iteration reaches to 50. We applied the GM algorithm to segment the

64,553 profiles into 6 clusters as shown in Table 2.

Table 2. The clustering results of Gaussian mixture model with 6 components.

Name of Number

Cluster of Profiles

Cluster A 10780

Cluster B 10225

Cluster C 17762

Cluster D 11105

Cluster E 10315

Cluster F 4366

Total 64553
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Table 3. Classification results by the hidden Markov model.

Class A B C D E F Total

A 9485 1285 10 0 0 0 10780

B 4055 3516 2224 430 0 0 10225

C 957 7002 9146 657 0 0 17762

D 0 0 2019 5701 2787 598 11105

E 0 0 186 6207 3282 640 10315

F 0 0 0 0 879 3487 4366

Σ 14497 11803 13585 12995 6948 4725 64553

As indicated in Section 3.1, these clustering results are not reliable for the task of

temporal pattern discovery in the sense that it only provides a clustering based on an

assumption of the number of components in the Gaussian mixture model. Nevertheless,

the approach provides a meaningful segmentation of the profiles as a whole.

4.2 Recursive HMM modeling

As a widely used pattern discovery technique, HMMs are capable of classifying profiles

with similar temporal patterns into the same class. The clustering results of GM could

serve as training sets so that 6 HMMs, one for each cluster, are trained. However, the

computational efforts of training hidden Markov models render them not particularly

suitable for data mining tasks, e.g., it takes about 250 minutes to train a HMM on

10,780 profiles using a workstation with a 2GHz XEON processor, and 2 GB RAM.

We propose to take a recursive training-recognizing cycle on subsets of data to ease this

computational burden:

Training phase: No more than 2000 profiles are randomly chosen from each cluster to

train a corresponding HMM. By doing so it takes about 13 minutes to train a HMM.

Recognition phase: All 64,553 profiles are classified by the trained HMMs. The classi-

fication re-distributes the profiles between the 6 clusters as shown in Table 3. The rows

in Table 3 refer to the clusters obtained by GM whereas the columns are the classifica-

tions produced by the set of HMMs. The result will be used for further processing.

The off diagonal numbers of the confusion table shown in Table 3 describe how GM

segments different profiles from HMM. For example, the number of profiles in Class E

fell from 10,315 to 6,948. Thus, the recognizing phase provides an adjustment to the

grouping of profiles by considering temporal patterns discovered in the training set.

The result may not be optimal since only a relatively small number of profiles were

engaged during the training process. The quality of HMMs is improved through a re-

cursive application of training-recognition cycle by adopting the grouping results from

the recognizing phase of the previous cycle. This iterative process ensures that more

and more data from the training set is eventually considered in the training process. The

approach is illustrated in Figure 2.

It is observed that the recursion minimizes mis-classification, i.e., the sum of the

off diagonal numbers is minimized as shown in Figure 3. The recursive application

of training-recognizing cycle stops when there are no mis-classifications or when a

maximum number of iterations is reached. Here we allow it to run for up to 50 cycles.
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Fig. 2. A prototype of our approach of one GM-HMM pattern discovery iteration.

In summary, the recursive training of HMMs significantly reduces the computa-

tional burden since it provides a mechanism to detect redundancy in the data set. This

is due to the fact that mis-classifications will approach zero faster if the dataset con-

tains many redundant data. The convergence of misclassified profiles indicates that this

recursive training of HMMs is a successful way to discover the patterns. The best per-

formance was observed at the 40th iteration when the misclassification reaches a mini-

mum. The resulting confusion matrix is shown in Table 4. It is shown, that the classifi-

cation of profiles is vastly improved.

4.3 Building a hierarchical set of HMMs

In the previous 2 steps of GM-HMM pattern discovery process, we have successfully

trained HMMs as representation of patterns. Here we show how the quality of represen-

tative of the HMMs could be further enhanced by our refinement process. At the 40-th

cycle, even though the 6 HMMs have stretched out their ability to represent the profiles,

it is observed that this is still a gross segmentation of the set of profiles since it is impos-

sible to be certain about the number of clusters. The refinement of classification starts

with another GM-HMM pattern discovery process for each of the classes obtained so

far unless the size of a class is too small to proceed, say, less than 300 profiles9. Figure

9 We set 300 as the threshold since we find that a HMM cannot be properly trained on less than

300 training data. No HMM will be trained on clusters that contain less than 300 profiles.

Affected profiles are considered in the recognizing phase to ensure that no profile is discarded.
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Fig. 3. The convergence of the mis-classification of profiles.

4 explains the process in a visual manner. The first iteration of the GM-HMM process

at the top level ends up with 6 classes after 50 iterations of training of HMMs which

reaches the best performance at the 40-th cycle. At the 40-th cycle, another iteration of

GM-HMM process at sub-level 1 has proceeded to each of the classes (A to F) for fur-

ther refinement of the classification results. It is noted that instead of 50, there are only

40 iterations of HMMs training conducted in Class A, i.e., the HMMs trained at the 39-

th and the 40-th cycles respectively classify the profiles of Class A in the same manner

therefore the HMM training stops. The early exit of HMM training indicates that the

HMMs trained on the 2000 randomly chosen profiles from the classes are robust, espe-

cially when the size of the data set is relatively large. A similar observation can be made

on the GM-HMM process to Class F, where only 14 iterations have been run before the

misclassification to the profiles converges to zero. Another observation is that the GM

algorithm only provides 4 classes to the profiles in Class F rather than the default num-

ber of 6. This implies that the GM algorithm is able to reduce the number of clusters,

given the default value. As it is pointed out in Section 4.2, the quality of HMMs can be

improved through the recursively deployment of training and recognizing cycles to the

profiles until the stopping criterion is reached. Then, yet another GM-HMM process is

about to start to further refine the classifications when the misclassification reaches a

Table 4. Classification results by trained HMMs at the 40th iteration where the number of mis-

classification reaches a minimum of 110.

Class A B C D E F Total

A 9030 0 0 0 0 0 9030

B 14 14227 11 0 0 0 14252

C 0 1 16457 0 0 0 16458

D 0 0 64 13952 0 0 14016

E 0 0 0 8 8853 0 8861

F 0 0 0 0 3 1933 1936

Σ 9044 14228 16532 13952 8856 1933 64553
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Fig. 4. A flowchart of the iterative GM-HMM refinement process.

minimum as long as the size of class is large enough. Figure 5 uses Class A to provides

a detailed example of the tree-like recursive application of the GM-HMM process

Through this refinement process, we decompose the bigger classes into smaller ones

so that each HMM is more specialized on the patterns it stands for. Our tree-like ap-

proach of pattern discovery ends up with 76 classes (A1 to A10, B1 to B17, C1 to C20,

D1 to D16, E1 to E10 and F1 to F3). The average benefit paid for each patient in a class

gives the order of subclass names. The higher the average value, the higher the class

order. e.g., the average benefit paid for patients in class B1 is lower than that of class

B2. But it does not guarantee that the value of a subclass from class A, say A10, is lower

than that of a subclass of B, say, subclass B1. The alphabetical order of the classes is

decided by the maximum average value of all its subclasses.

5 Experiment results

Note that the profiles are unlabeled, and the HMMs were trained in an unsupervised

fashion. In order to give a meaning to the classes and patterns represented by HMMs,

and in order to assess the quality of the results we extract properties on the patients in the

training set and determine how these patients are classified. For example, it is interesting

to see how patients suffering different illnesses are distributed over the classes according

to the patterns discovered. It would not be feasible to expect that patients suffering the

same disease to be classified into the same class since the patterns are clustered based on

their temporal medical behaviors rather than on diseases. Throughout the development

of a disease, patients suffering the same disease could show different medical behaviors

at different stages therefore they do not necessarily share the same pattern or in the

same class. On the other hand, patients suffering different diseases could be classified

into the same class as long as they share similar temporal behaviors.

The following four experiments demonstrate how patients suffering from different

diseases are classified when applying the hierarchical HMM models as indicated in

previous sections to the data pool of 91,219 patients. Figure 6 shows the percentage of

patients against the classes. They can serve as annotation of the dataset.
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Fig. 5. Applying GM-HMM iteratively to profiles in Class A. The values in the brackets give the

class label, and the number of profiles in the sub-class..

5.1 Experiment 1: Diabetes

There are a few treatments which are defined as diabetes management and exclusively

used by diabetics 10. It is found that 6,138 out of 91,219 patients have gone through

such treatments. The classification of these patients are shown on the top-left of Figure

6. Shown is the number of cases (in percents) in each class normalized with respect to

the size of the classes so that the effect of obtaining large percentage values for large

classes can be avoided. This observation is not surprising since many diseases can be

associated with diabetes and hence a patient’s medical behaviors can differ significantly.

Consequently, we find diabetics classified over a broad spectrum of classes. Seriously

ill diabetics who may have experienced different kinds of complications which result

in frequent medical visits or some treatments which incur large benefit claims. Conse-

quently they are classified into higher classes (such as subclasses of E and F), while

diabetics with situation controlled at a stable stage are classified into the middle classes

(like subclasses of C or D) where some other medical treatments which may not be

related to diabetes could bring the differences between their behavior patterns. The no-

ticeably low density of diabetic in the lower classes (like the subclasses of A or B)

demonstrates that there are courses of medical treatments which have little to do with

the medical behaviour of a diabetic. In fact there are 12 classes into which no dia-

10 Items 66551, 66557, 66319, 66322 as defined in Medicare Benefits Schedule by HIC are used

mainly by diabetics sufferers.
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Fig. 6. Classification of diabetics (top-left), patients with chronic hepatitis (top-right), had a stroke

(lower-left), and males (lower-right).

betic was classified. This means, statistically, any patients classified into these classes

are highly unlikely suffering from diabetes. As a whole, the classification to diabetes

provides a general picture about how likely an unknown patient is suffering from the

disease once the profile has been classified by the HMMs.

5.2 Experiment 2: Chronic hepatitis

1,068 (out of 91,219) patients have been identified to suffer from chronic hepatitis 11.

The development of chronic hepatitis (hepatitis B or hepatitis C or viral hepatitis) can

trigger diseases which need additional treatments. Thus, the classification shown in

Figure 6 on the top-right can be explained similarly to that of the diabetes cases. When

we compare the two graphs on diabetes and hepatitis respectively on the top row of

Figure 6, the most revealing feature is that the highest class accommodates significantly

more patients who were suffering from hepatitis than diabetics, i.e., a patient classified

into class F3 is more likely to be suffering from hepatitis than diabetes. Note that there

are about 4.5% patients suffering both chronic hepatitis and diabetes, thus, implies that

this class collects patients whose health situation is complicated.

11 Items 69432, 69435, 69447, 69453, 69456, 69272, 69273, 69275, 69277, 69278 as defined in

the Medicare Benefits Schedule by HIC relate to treatment of hepatitis patients.
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Fig. 7. Profiles of patients who suffer from diabetes, chronic hepatitis and stroke.

5.3 Experiment 3: Stroke

A set of patients who suffered from a stroke is considered; the classification of these pa-

tients is shown in Figure 6 on the lower-left. It is observed that these patients are found

only in a very restricted set of classes. This shows that there are certain illnesses which

require relatively specific courses of treatment, and hence, the claim patterns produced

by affected patients are quite unique. Again the HMMs are capable of detecting these

behavioral patterns.

5.4 Experiment 4: Male patient

Here we consider an extreme case where the feature of being a “male patient” is not

supposed to have any significant impact on patient’s medical behavior 12 therefore it is

not expected that this feature will cause differentiation among classes, i.e., we do not

expect male patients to be classified into a few classes only, rather, it should spread

evenly over all the classes. The result shown on the lower-right in Figure 6 confirms

this intuition.

5.5 Summary

Figure 7 shows how patients having different properties can have similar medical pat-

terns. The same token also explains why patients of similar property are classified into

different classes. The first 2 profiles in each row corresponding to Class E5 and Class

E6 are profiles of diabetics, the middle 2 are patients suffering from chronic hepatitis

and last 2 are patients who had stroke. As indicated, by using the a priori information

based on the course of treatment taken, it is possible to distinguish these patterns into

ones which suffered from diabetes, hepatitis, or stroke respectively. Thus, even though

the temporal behaviours are very similar, by using expert information about treatments

which relate to a known disease we are able to disambiguate these ambiguous profiles

into illness classes with a specific level of probability.

12 This observation on male patients is typical for this cohort group as it is not expected to find

many gender related medical treatments. However, it can be expected that a different observa-

tion is made in other age cohort groups. For example, in the age cohort group of 25 to 35 year

old we would expect a very different result as female patients will claim for pregnancy related

treatments while the males will not.
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Once the system is fully trained, unseen profiles can be classified, and labeled with

probability values which indicate the likelihood with which the patient is suffering from

a specific illness. This automatic annotation process will be very useful in enabling the

database to be used for other purposes, e.g., public health investigations.

6 Conclusions
In general, hidden Markov models are not particularly suitable for data mining appli-

cations as the computational expenses are prohibitive when sets of training data are

large. We have developed an effective methodology to overcome this limitation. Our

approach first decomposes the data set into groups of patients of similar age since the

age contributes significantly to a patient’s medical record properties. Then the approach

applies recursively the Gaussian mixture clustering and HMMs procedures on randomly

chosen samples from the training set until a convergence in the classification error is ob-

served. This method is effective in detecting redundancies in the data set and hence can

contribute significantly to the reduction of the computational effort of the HMMs. The

experiments confirmed that with the help of the proposed methodology HMMs can be

employed to data mining tasks. Secondly, by using some a priori information, e.g., item

usage, we are able to automatically label profiles in the clusters into patients who might

be suffering from various illnesses. While this classification may be coarse, as we do

not have any diagnostic information. Nevertheless this coarse classification would en-

able the labelled database to be used for other investigations, thus adding values to the

database.
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Abstract. Data mining is finding hidden rules in given dataset using non-traditional 

methods. The objective is to discover some useful tendency or patterns from the 

given collection of data. This research investigates if the differences in accuracy of 

“time series forecasting” are related to the differences in one’s cognitive style and 

subjective emotion. Two kinds of analyses were performed in advance of applying a 

data mining technology. Firstly, a statistical test was executed and the hypotheses 

established in the research model for the statistical test did not have the positive 

correlation between each of cognitive styles and the accuracy of intuitive time-series 

forecasting.  Secondly, a self-organizing neural network (SONN) was utilized for 

analyzing the correlation and comparing the relative degree of correlation. The 

results showed a correlation but did not tell whether the correlation was a positive 

one or a negative one. Therefore, data mining approach was used to discover which 

positively influence intuitive forecasting. We have tried to find out any consistent 

tendencies in the frequent rules and found that there were positive correlations in 

some parts. Subjects in analytic style showed more accurate and the subjects in relax 

mode showed more accurate as well. 

Keywords: data mining, neural network, self-organizing neural network, self-supervised 

adaptive neural network, cognitive style, emotion, intuitive forecasting, decision making 
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1   Introduction 

The activities of judgemental time-series forecasting can be easily found in our real life 

such as estimating the movement of stock exchange indices, weather forecasting, and so 

on.  

Through researches on intuitive judgement and cognitive styles, Kuo [1] discovered 

that the top economists rely on their keen intuition to aggressively solve their problems. 

Knowledge necessary for problem solving is dispersed in one’s inmost thoughts and 

environs, which explains why intuition may be able to more effectively solve dynamic 

and abstract problems. In addition, most of businesses rely on intuitive forecasting as their 

main tools in their business activities as more experiments prove that “judgemental 

forecasting” is more accurate and efficient compared to statistical forecasting [2]. Ruble 

and Cosier [3] studied on effects of cognitive styles and decision setting on performance 

based on 162 economic-majoring students. Davis, Grove and Knowles [4] divided 96 

graduate students into categories of four decision making styles and put them through 

computer simulation, which situated them in an economic environment. The result 

confirmed significant differences in cost effectiveness among different decision making 

styles. Furthermore, it was discovered that intuitive decision making was more likely to be 

used when there is high uncertainty, no past data or experience is available, many 

variables are scientifically unpredictable, there is time constraint, or many alternatives 

exist [5]. 

This research has executed many experiments to analyze the effect of decision maker’s 

cognitive style and subjective emotion on the accuracy of intuitive time-series forecasting. 

Unfortunately the effect or meaningful relationship between them could not easily 

revealed by the traditional statistical analysis method. Then this research used the self-

supervised adaptive algorithm [6] to find out any correlation between them. The results 

showed a correlation but did not tell whether the correlation was a positive one or a 

negative one. And then this research decided to apply the data mining [7, 8, 9, 10], a new 

approach to find something meaningful and hidden from the given collection of data, to 

our experimental measurements. 

2  Research Methodology 

2.1   Research Hypotheses 

The study examined the correlation between cognitive styles and their final outcomes. The 

following hypothesis could be constructed: 

H1: Accuracy in “time-series forecasting” differs among different subjective emotion. 

Australiasian Data Mining Conference AusDM04

232



H2: Accuracy in “time-series forecasting” differs among different cognitive styles. 

2.2   Experimental Design 

IT junior and senior undergraduate students were used as test subjects. The subjects have 

taken decision making related classes in the past. The researchers first evaluated cognitive 

styles of 29 students, and measured their forecasting error. Then 48 students were added 

to get enough number of students for each cognitive style. Hence, the total number of 

subjects was 77. 

The experiment was on time-series forecasting. Time series data was driven from M-

competition [11]. More precisely, the time–series data given to the test subjects was 

number of PCs sold in a month and they were to assume that they were PC sales 

managers. Total of forty data were given which was the sales volume for each month for 

the period of three years and four months. They were asked to predict the sales volume for 

next eight months. No other data such as cause-and-effect data were not provided except 

for the given time-series data.  

In order to minimize variance in experiment, one person performed the entire test while 

standardizing the instruction given for all subjects. 

Process of experiment was as follows: 

(1) Read the instruction when the subject enters the room. 

(2) The researcher gives a brief summary of the experiment. 

(3) Prior to the experiment, measure subject’s subjective emotion. 

(4) Collect the subjective emotion survey. 

(5) Proceed with the test (app. 2 min.) 

(6) End the test. 

(7) Measure subject’s cognitive style 

2.3   Measure and Observation 

Independent Variables. Independent variables are subject’s subjective emotion and 

cognitive style. 

Subjective emotion: The subjective emotion survey tool using five-point Lickert scale 

developed by the researchers was used to measure the subjective emotions such as 

i(negative-alert), ii(negative-relaxed), iii(positive-alert) and iv(positive-relaxed). 

Cognitive style: This research adopted the decision style classification scheme, which 

is the basis for many measures of decision style including the popular Myers-Briggs Type 

Indicator test [12]. And this research used Alan Rowe’s Decision Style Inventory to 

measure the subjects’ decision styles such as A(analytic), B(behavioral), C(conceptual), 

and D(Directive) [13].  
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Dependent Variable. Accuracy of time-series forecasting is measured by the mean 

absolute percent error (MAPE). MAPE is a universally used tool in time-series forecasting 

and represented in absolute percentage value of standard deviation of forecasted value 

form actual value. The range of possible MAPE values is 0 to 1. The lower the MAPE 

value is, the better the accuracy should be.

3   Results of the Analyses by Statistical Test and Neural Network 

3.1   Statistical Hypothesis Testing 

T test and ANOVA were used for the results of this experiment. For statistical package, 

SPSS for Windows was used. 

Table 1 and 2 showed the results of the analysis which are as follows: 

(1) No differences exist in accuracy of time-series forecasting between different 

subjective emotions. 

(2) No differences exist in accuracy of time-series forecasting between different 

cognitive styles. 

Table 1. ANOVA: Sujective Emotion vs MAPE 

 Sum of Squares df Mean Square F Sig. 

Between Groups .014 3 .005 .556 .647 

Within Groups .373 44 .009   

Total .392 47    

Table 2. ANOVA: Cognitive Style vs MAPE 

 Sum of Squares df Mean Square F Sig. 

Between Groups .006 3 .002 .217 .884 

Within Groups .386 44 .009   

Total .392 47    

3.2   Self-Organizing Neural Network  

Since the effect or meaningful relationship between them could not be easily revealed by 

the traditional statistical analysis method, the researchers attempted to analyze the 
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experiment using a self-organizing neural network [14, 15, 16, 17] to determine the 

degree of correlation among the parameters. In this analysis, the self-supervised adaptive 

neural network (SSANN) proposed by Luttrell [6] was used. It can employ asymmetric 

neighborhood functions. And when there exists correlation between input vectors of 

different neuron clusters, the degree of asymmetricity and the reconstruction error shows 

systematic relationships, e.g., the reconstruction error decreases with the increase of the 

asymmetricity. 

Fig. 1 shows the mean squared error after training the network for each style and each 

emotion. The bars show the result for each style, and the marked line curve shows their 

average over patterns. According to fig. 1, the results of the analysis [which] are as 

follows: 

(1) There exists correlation between cognitive style and time-series forecasting 

accuracy; subjective emotion and time-series forecasting accuracy. 

(2) The correlation between cognitive style and time-series forecasting accuracy is 

higher than that between subjective emotion and time-series forecasting 

accuracy. 

(3) Style C has higher correlation with time-series forecasting than A and B styles 

and B has higher correlation than A. It seems that emotion ii has higher 

correlation than emotion iii. 

Fig. 1.  The training results with the SSANN for each cognition style and subjective emotion. 

Since there is no absolute reference data we used the property of the self-supervised 

adaptive neural network that inherently used the correlation between inputs, to figure out 

the existence of correlation and to compare correlation degrees. We found that there was a 

correlation between cognition characteristics and decision-making.  
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4   Data Mining Approach 

As described in the previous section, two kinds of analyses were performed in advance of 

applying a data mining technology failed to tell whether the correlation was a positive one 

or a negative one. Therefore, data mining approach was used to discover which positively 

influence intuitive forecasting.  

Data mining is finding hidden rules in given dataset using non-traditional methods [4]. 

The objective is to discover some useful tendency or patterns from the given collection of 

data. This research had mined the rules representing the effect of the cognitive style and 

the subjective emotion on the accuracy of the subjects’ judgemental time-series 

forecasting, and then had tried to find out any consistent tendencies in the frequent rules. 

Several techniques have been proposed for the actual data mining [18, 19]. In this 

research, the researchers used the “ROSSETA” which is a data mining tool for MS 

Windows developed by the Department of Computer and Information Science in 

Norwegian University of Science and Technology in 1999 [19].  

4.1   Preparation for Data Mining 

For each subject, we have 1 style value (A, B, C, or D), 4 (original) subjective emotion 

values (in numeric) and 1 MAPE value (in numeric).  

In general data mining requires partitioning every continuous (numeric) value range 

into several zones to find the tendency because it is difficult to measure the frequency of 

each value in the continuous value domain due to the numerous numbers of the different 

values. The researchers partitioned all the numeric properties into three levels: high, low, 

and middle. Highest 30% was assigned to ‘high’; Lowest 30% was assigned to ‘low’; and 

the rest 40% was assigned to ‘middle’. Thus 23 of 77 MAPE values were ‘high’, 31 of 77 

MAPE values were ‘middle’, and 23 of 77 MAPE values were said to be ‘low’. The same 

values at any boundary were considered to be ‘middle’. 

4.2   Mining Results 

The researchers have found so many rules (relationships) between arbitrary pair of 

properties. Infrequent rules were removed and tried to find out any consistent tendencies 

in the rest frequent rules. The rest of this section consists of the observations. The portions 

of high accuracy (low MAPE), middle accuracy (middle MAPE), and low accuracy (high 

MAPE) will be written in this order in ‘(‘ and ‘)’ at the end of any tendencies or rules. 

Observations on the Effect of Cognitive Style 
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Observation 1: The subjects in style A had a tendency to make high accurate (low 

MAPE) forecasting (10/25, 9/25, 6/25).

Observation 2: The subjects in style B had a tendency to make low accurate forecasting 

(3/17, 8/17, 6/17).

And we can’t find any meaningful tendencies in style C (7/23, 9/23, 7/23) and style D 

(3/12, 5/12, 4/12).

Observations on the Effect of Subjective Emotion 

Observation 3: There was a tendency that regardless of positive or negative emotion, 

the higher relaxed level the subject shows at forecasting, the higher accuracy (s)he 

achieves, and when the lower relaxed level is shown, the lower accuracy is achieved. The 

evidence is: 

negative-relaxed (low) 

-> (4/11, 1/11, 6/11)

positive-relaxed (mid) 

-> (5/22, 9/22, 8/22)

positive-relaxe (high) 

-> (6/12, 3/12, 3/12)

Observation 4 : In contrast, there was a tendency that regardless of positive or negative 

emotion, the higher alert level the subject shows at forecasting, the lower accuracy (s)he 

achieves, and when the lower alert level is shown, the higher accuracy is achieved.  

The evidence is : 

negative-alert (high) 

-> (3/12, 4/12, 5/12)

positive-alert (low) 

-> (5/11, 4/11, 2/11)

positive-alert (high) 

-> (2/10, 3/10, 5/10)

4.3   Analysis of Results 

It is found that there are positive correlations in some parts. Subjects in analytic style 

showed more accurate and the subjects in relax mode showed more accurate as well. 

Subjects in style A (Analytic) seem to be more accurate, and subjects in style B 

(Behavioral) seem to be less accurate. It means that if we hire analysts in style A, we 

would have more opportunity to be happy.  
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Subjects in relaxed mode seem to be more accurate. It means that if we make our 

analysts relaxed, we would have more opportunity to be happy. 

5   Concluding Remarks 

This research analyzed in various ways by using cognitive style data and subjective 

emotion data to discover which positively influence intuitive forecasting.  

In advance of applying a data mining technology, a statistical test was executed but the 

results of the statistical test did not show the positive correlation between each of 

cognitive styles and the accuracy of intuitive time-series forecasting. And then a self-

organizing neural network (SONN) was utilized for analyzing the correlation and 

comparing the relative degree of correlation. The results showed a correlation but did not 

tell whether the correlation was a positive one or a negative one. However in the data 

mining approach, positive correlations were found in some parts. Table 3 summarizes the 

comparison of three analyses findings.  

In conclusion, the data mining approach discovered the more meaningful relationship 

between the accuracy of time-series forecasting and both the cognitive style and the 

subjective emotion than the statistical test and the neural network approach.  

Table 3. Comparison of three analyses findings 

MAPE 

Statistical Test SONN Data Mining 

Subjective Emotion 
no significant 

difference 
correlated 

positively 

correlated in parts 

Cognitive Style 
no significant 

difference 
correlated 

positively 

correlated in parts 

The limitation of this research is that the uncontrolled external variable during the 

experiment might cause the lack of correlation in the statistical analysis and there might 

be reletively not enough data for the neural network to analyze the correlation between the 

accuracy of time-series forecasting and both the cognitive style and the subjective 

emotion.  
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Abstract.
The process of identifying record pairs that represent the same real-world
entity in multiple databases, commonly known as record linkage, is one
of the important steps in many data mining applications. In this paper,
we address one of the sub-tasks in record linkage, i.e., the problem of
assigning record pairs with an appropriate matching status. Techniques
for solving this problem are referred to as decision models. Most exist-
ing decision models rely on good training data, which is, however, not
commonly available in real-world applications. Decision models based on
unsupervised machine learning techniques have recently been proposed.
One such model is based on clustering. However, such clustering-based
decision models tend to generate a large proportion of record pairs for
costly clerical review. In this paper, we review several existing decision
models and then propose an enhancement to such cluster-based decision
models. The enhanced model first clusters all record pairs into matches
and non-matches. A refinement step, which is the core of our enhance-
ment, is then applied to identify record pairs for clerical review using a
distance-based metric. Experimental results show that our proposed de-
cision model achieves the same accuracy of existing models with a much
smaller number of record pairs required for manual review. The proposed
model also provides a mechanism to trade off the accuracy with the num-
ber of record pairs required for clerical review.

Keywords: data linking, record linkage, probabilistic linking, decision
model, clustering, classification.

1 Introduction

Record linkage is the task of identifying records corresponding to the same entity
from one or more data sources. Entities of interest include individuals, compa-
nies, geographic regions, families, or households. Record linkage has applications
in systems for marketing, customer relationship management, fraud detection,
data warehousing, law enforcement and government administration.

In many data mining projects it is often necessary to collate information
about an entity from more than one data source. If a unique identifier is available,
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conventional SQL ‘join’ operations in database systems can be used for record
linkage, which assumes error-free identifying fields and links records that match
exactly on these identifying fields. However, real-world data is ‘dirty’ and sources
of variation in identifying fields include lack of a uniform format, changes over
time, misspellings, abbreviations, and typographical errors.

Record linkage can be considered as part of the data cleaning process, which
is a crucial first step in the knowledge discovery process [1]. Fellegi and Sunter [2]
were the first to introduce a formal mathematical foundation for record linkage.
Their original model has since been extended and enhanced by Winkler [3].

Blocking/
Searching

Record
Pairs

Matching
Status

Decision
Model

Pairs
Record

Records

Records

Standardisation

Data

Comparison
Comparison

Vectors

   Evaluation

Fig. 1. Information flow diagram of a record linkage system

No matter what technique is used, a number of issues need to be addressed
when linking data. Figure 1 shows the information flow diagram of a typical
record linkage system as implemented in TAILOR [4] and Febrl [5].

Often, data is recorded or captured in various formats, and data fields may
be missing or contain errors. Standardisation is an essential first step in ev-
ery linkage process to clean and standardise the data. Since potentially every
record in one dataset has to be compared with every record in a second data set,
blocking or searching techniques are often used to reduce the number of compar-
isons. These techniques use blocking variables to group similar records together
and therefore partition the data sets into smaller blocks (clusters). Only records
within the same block are then compared in detail using the defined compari-

son variables and functions. The comparison vectors generated by such detailed
comparison functions are passed to the decision model to determine the final
status (match, non-match or possible match) of record pairs. The results of the
record linkage can be assessed by the evaluation model.

The main challenges in record linkage are computational complexity and link-
age accuracy. Recent developments in information retrieval, database systems,
machine learning and data mining have led to improvement in the efficiency and
accuracy of record linkage systems [6, 7].

In this paper, we focus on the decision model component of a record linkage
system. The linkage accuracy in a record linkage system depends heavily on the
decision model. We review several existing decision models and identify problems
with these models. An enhanced clustering-based decision model is proposed.
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The main contribution of this paper is the development of an enhanced
clustering-based decision model as well as the introduction of some performance
metrics. The key feature of our proposed decision model, compared to other ex-
isting models [4, 8], is that clustering is initially performed based on two clusters
(matched and unmatched). A refinement step is then applied to identify record
pairs with an uncertain matching status by using a metric introduced in this
paper. The enhancement step also provides a mechanism to trade off the linkage
accuracy with the amount of clerical review work.

The rest of the paper is organised as follows. Problems and notations are
introduced in Section 2. Several existing decision models are reviewed and their
limitations are identified in Section 3. In Section 4 we then present our enhanced
decision model for addressing some of the identified limitations. Experimental
results are described in Section 5 and conclusions are made in Section 6.

2 Definition, Notation, and Problem

For two data sources A and B, the set of ordered record pairs A × B = {(a, b) :
a ∈ A, b ∈ B} is the union of two disjoint sets, M where a = b and U where a 6= b.
The former set, M , is usually referred to as matched and the latter set, U , as
unmatched. The problem is to determine which set each record pair belongs to.
In practice, a third set P , possibly matched, is often introduced to accommodate
situations where the matching status of a record pair cannot be decided with
information available from the data sources. If a record pair is assigned to P , a
domain expert must manually examine the pair. Here we assume that a domain
expert can always identify the correct matching status (M or U) of such a record
pair with or without extra information.

Assume that n common attributes, f1, f2, . . . , fn, of each record from sources
A and B are chosen for comparison. For each record pair ri,j = (ri, rj), the

attribute-wise comparison results in a vector of n values, ci,j = [ci,j
1 , ci,j

2 , . . . , ci,j
n ]

where ci,j
k = Ck(ri.fk, rj .fk) and Ck is the comparison function that compares

the values of the record attribute fk. The vector, ci,j , is called a compari-

son vector and the set of all the comparison vectors is called the comparison

space. A comparison function Ck is a mapping from the Cartesian product of
the domain(s), Dk, for the attribute fk to a comparison domain Rk; formally,
Ck : Dk × Dk → Rk. One example of a simple comparison function is

CI(v1, v2) =

{

0 if v1 = v2

1 otherwise
(1)

where RI = {0, 1}. The value computed by CI is called a binary comparison

value. Two additional types of comparison values produced by comparison func-
tions are categorical and continuous.

The role of a decision model is to determine the matching status of a record
pair given its comparison vector ci,j . Depending on the type of comparison values
and whether training data is needed, decision models of varying complexity have
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been proposed in the literature. In the following section, we review some of these
existing models.

3 Existing Decision Models

In this section, we review four existing decision models. The probabilistic model
described in Section 3.1 was developed in 1969 and is still widely used in the
medical and statistical domains. The other three models have been proposed
recently to address some of its limitations.

3.1 Error-Based Probabilistic Model

The probabilistic model defined by Fellegi and Sunter [2] assigns a weight wi,j
k

for each component of a record pair, i.e.,

wi,j
k =

{

log(mk/uk) if ci,j
k = 0

log((1 − mk)/(1 − uk)) if ci,j
k = 1

(2)

where mk and uk are the probabilities of observing that the two values of the
attribute k are the same for record pair ri,j among matched and unmatched
record pairs respectively. Mathematically, they are defined as:

mk = Prob{ci,j
k = 0|ri,j ∈ M}

uk = Prob{ci,j
k = 0|ri,j ∈ U}

(3)

It can be seen that the weight wi,j
k is large (positive) for a matched pair and

small (negative) for an unmatched pair. A decision is made for each record pair
by calculating a composite weight L(ri,j) = Σn

k=1w
i,j
k , and comparing this value

against two threshold values t1 and t2 where t1 < t2. Specifically, the decision is
made as follows:

ri,j ∈ M if L(ri,j) ≥ t2
ri,j ∈ U if L(ri,j) ≤ t1
ri,j ∈ P if t1 < L(ri,j) < t2

(4)

The main issue in this model is therefore to determine estimates of the condi-
tional probabilities mk and uk for k = 1, 2, . . . , n, as well as estimates of the two
thresholds t1 and t2. Two methods for estimating the conditional probabilities
mk and uk were proposed by Fellegi and Sunter [2]. Winkler [9] uses the EM
(Expectation Maximisation) method to estimate these conditional probabilities.
However, all these methods rely on training data to estimate the parameters.
The EM approach proves to be more stable and less sensitive to initial values.

3.2 Cost-Based Probabilistic Model

In the above error-based probabilistic model, the thresholds t1 and t2 are esti-
mated by minimising the probability of the error of making an incorrect decision
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for the matching status of a record pair. This implicitly assumes that all errors
are equally costly. However, this is rarely the case in many applications. There-
fore, the minimisation of the probability of the error is not the best criterion to
use in designing a decision rule because misclassification of different record pairs
may have different consequences.

Verykios et al. [8] propose a decision model that minimises the cost of making
a decision. Specifically, they use a constant error cost Bayesian model to derive
the decision rule for a given cost matrix. For record linkage, the cost matrix D is
3×2 in dimension. Let us denote by dij the cost of making a decision i when the
record pair to be compared corresponds to one with an actual matching status
j. Here i corresponds to one of the three regions decided by a decision rule in
the decision space, namely matched M , possibly matched P , and unmatched U
respectively, while j refers to the actual matching status M ′ and U ′. The decision
rule is obtained by minimising the mean cost d, which is written as follows:

d = dMM ′ · Prob(M,M ′) + dMU ′ · Prob(M,U ′)+
dPM ′ · Prob(P,M ′) + dPU ′ · Prob(P,U ′)+
dUM ′ · Prob(U,M ′) + dUU ′ · Prob(U,U ′)

(5)

where Prob(i, j) denotes the joint probability that a decision i is taken when the
actual matching status is j. By using the Bayes theorem and replacing the above
probabilities with the a priori probabilities of M ′ and U ′, and the probability
densities of the comparison vectors given the matching status, the above equation
can be summarised by a decision rule similar to that of the error-based model
described in Section 3.1. The only difference is that the threshold values also
depend on the cost matrix (see [8] for details).

3.3 Inductive Learning-Based Decision Model

One of the limitations of the above probabilistic models is that they can only han-
dle binary or categorical comparison vectors. Decision models based on machine
learning techniques can overcome this shortcoming. One such decision model is
based on inductive learning techniques and can handle all types of comparison
vectors [4].

In inductive learning, a training set of patterns, in which the class of each
pattern is known a priori, is used to build a model that can be used afterwards
to predict the class of each unclassified pattern. A training instance has the form
of < x, f(x) > where x is a pattern and f(x) is a discrete-value function that
represents the class of the pattern x, i.e., f(x) ∈ L1, L2, . . . , Ll where l is the
number of the possible classes. In the case of record linkage, x is the comparison
vector c, l is 2 (M and U), and f(c) is the corresponding matching status, i.e.,
f(c) ∈ M,U . One of the popular classification techniques is decision trees, which
exploit the regularities among observations in the training data. Predictions are
made on the basis of similar, previously encountered situations. The accuracy
of this type of decision model depends on the representativeness of the training
data.
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3.4 Clustering-Based Decision Model

A problem with inductive learning-based decision models, as well as with prob-
abilistic decision models, is that they all rely on the existence of a training data
set. However, training data is not usually available for most real-world applica-
tions. Therefore, unsupervised learning methods, such as clustering, have been
introduced to the record linkage community since they do not require training
data. Elfeky et al. [4] used the k-means clustering to group record pairs into three
clusters: matched, unmatched, and possibly matched. They also described how to
determine the matching status of each cluster once the clustering is completed.

However, the possibly matched record pairs do not necessarily form a distinc-
tive cluster in real applications. It is usually assumed that the distribution of
comparison values is bimodal. The 3-cluster k-means algorithm leads to a large
cluster of the possibly matched record pairs as reported in [4]. This is undesirable
for most real-world applications as clerical review is very costly.

4 Enhanced Clustering-Based Decision Model

In Section 3 we have identified limitations with existing decision models. These
include the restriction to categorical comparison values, the need for training
data sets and the large proportion of record pairs required for clerical review. In
this section, we propose an enhanced clustering-based decision model that does
not have these limitations.

Based on the observation that record pairs usually form two main clusters
in the comparison space, the proposed model uses a clustering algorithm to
partition the record pairs into matched and unmatched clusters initially. A third
cluster is then formed by record pairs in a fuzzy region between the two main
clusters. The matching status of these record pairs in the fuzzy region cannot
be determined from the available information and therefore have to be resolved
by a domain expert. We refer to this third cluster as the possibly matched. We
introduce a distance-based metric used for identifying the fuzzy region. The
size of the fuzzy region, which can be easily controlled by tuning a threshold
parameter, determines the balance between the linkage accuracy and the amount
of clerical review work.

4.1 Clustering Algorithms

There are many clustering algorithms [10, 11] available. The most widely used
is the k-means clustering [10] because of its easy implementation and compu-
tational efficiency when k is small. The k-means algorithm is summarised as
follows:

1. Partition the whole dataset into k clusters (the data points are randomly
assigned to the clusters). This results in clusters that have roughly the same
number of data points.

2. Compute the mean (centroid) of each cluster.

Australiasian Data Mining Conference AusDM04

246



3. For each data point, calculate the distance from the data point to each
cluster. If the data point is closest to its own cluster, leave it where it is. If
it is not closest to its own cluster, move it into the closest cluster.

4. Repeat Steps 2 and 3 until no data point moves from one cluster to another.

Good results can be achieved by the k-means clustering algorithm if all points
are distributed around k well separated clusters. The shape of these k clusters
depends on the distance measure used. For example, if the Euclidean distance
metric is used, the shape of the clusters is spherical for 3-dimensional data.

For our decision model, other clustering algorithms, such as model-based
clustering [11], can also be used.

4.2 Fuzzy Region Identification

When the initial clustering process is completed, all record pairs are assigned to
one of the two main clusters. However, there is usually a grey or fuzzy region
where record pairs of true matches and non-matches co-exist. Here we introduce
a metric to identify this fuzzy region.

For k-means clustering, the distances of each point to the two cluster centres
can be calculated. We denote the distances of point i to the two cluster centres by
di,1 and di,2 respectively. Any distance metric, such as Euclidean or Mahalanobis,
can be used. To identify the fuzzy region, we define ∆di, the relative distance
difference of point i to the two cluster centres, as follows:

∆di =
|di,1 − di,2|

(di,1 + di,2)/2
(6)

where the denominator is the average of di,1 and di,2. If ∆di is small, point i has
approximately same distances to the two cluster centres. Therefore, points with
small ∆di values cannot be assigned to one of the two clusters with certainty
and they form the fuzzy region. The size of this fuzzy region can be controlled
by a parameter, the threshold Td, the maximum acceptable relative distance
difference. The value of the threshold Td can be determined based on available
resources for manual review and the required accuracy. All points with a ∆d
value smaller than Td would be then assigned to the possibly matched cluster.

For other clustering algorithms, similar metrics can be defined. For example,
the difference of the probabilities of each point belonging to each of the two
clusters can be such a metric for model-based clustering.

Our enhanced clustering algorithm can therefore be considered as a normal 2-
cluster clustering with an additional refinement step. During this refinement step
record pairs in the fuzzy region are reassigned to the possibly matched cluster,
based on their values of ∆di and the given threshold value, Td. As it will be shown
in our experiment (Section 5), this provides an effective way of controlling the
trade-off between the required linkage accuracy and the proportion of record
pairs needed for clerical review.
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5 Experimental Results

To evaluate the performance of our clustering-based decision model and compare
it to existing decision models, an empirical experiment has been conducted.

5.1 Data Sets and Parameters

We use the database generator, DBGen, distributed as a part of Febrl pack-
age [5], to generate test data sets for our experiment. This tool can generate
data sets that contain attributes, such as names, addresses, dates etc, based on
various frequency tables. It generates duplicates of the original records by ran-
domly introducing various modifications, the degrees of which are specified by
the corresponding probabilities. We generate 4 data sets and their characteristics
are shown in Table 1. Data set 1 contains 500 original records, each of which
has a corresponding duplicate. In data set 2, the number of records is increased
and also an original record can have a maximum of 5 duplicates. In data set 3,
the number of duplicated records is larger than that of the original records. The
duplicates of data set 4 are generated by doubling the default modification prob-
abilities used in data set 2. Therefore, the difference between an original record
and its duplicates in data set 4 is larger compared to those in data set 2. Note
the number of true matched record pairs (column 5) is larger than the number
of duplicates (column 3) for data sets 2, 3 and 4 because of the transitivity of
the multiple duplicates.

dataset #original #duplicate #max dups #total true #pairs from #matched

name records records per record matches blocking pairs

dataset 1 500 500 1 500 693 459

dataset 2 1,000 1,000 5 2,290 2,782 1,940

dataset 3 2,000 3,000 5 6,924 10,666 5,905

dataset 4 1,000 1,000 5 2,338 2,539 1,639

Table 1. Characteristics of test data sets generated by the Febrl database generator.

We applied the 3-pass standard blocking, i.e. 3 rounds of grouping record
pairs based on 3 different blocking variables, on all four data sets. The number
of record pairs generated by this blocking method for each data set is shown
in column 6 of Table 1. The last column of Table 1 shows the number of true
matched record pairs among the record pairs generated by blocking. It can be
seen that blocking has efficiently reduced the number of record pair comparisons
but also missed some true matched record pairs. In this paper, we do not compare
the performance of blocking methods (see [12] for details).

Table 2 shows the comparison variables and the corresponding comparison
functions used in our experiment. Most of these comparison functions return bi-
nary values except the approximate string comparator, which returns continuous
comparison values in the range of [0.0, 1.0]. In Febrl, a binary comparison value
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Comparison Variable Comparison Function

given name NYSIIS Encoding String Comparator
surname Winkler Approximate String Comparator
wayfare name Winkler Approximate String Comparator
locality name Key Difference Comparator
postcode Distance Comparator
age Age Comparator

Table 2. Comparison variables and functions used in the experiment.

is converted to the weight using Equation 2 whereas a continuous comparison
value is converted to the weight using the following equation:

wi,j
k =

{

log mk

uk
−

c
i,j

k

cmax
(log mk

uk
+ | log 1−mk

1−uk
|) if 0 ≤ ci,j

k ≤ cmax

log 1−mk

1−uk
if ci,j

k > cmax

(7)

where cmax is the maximum approximate string difference value tolerated. The
disagreement weight is obtained when the comparison value exceeds cmax whereas
a (partial) agreement weight is resulted for a smaller comparison value.

In our experiment, we compare our clustering-based model to other existing
decision models, specifically to the probabilistic decision model implemented in
Febrl [5] and the 3-cluster k-means model [4]. Since the probabilistic decision
model takes the sum of all weights as input, clustering is also performed on this
one dimensional feature. Note that clustering on individual comparison vector
components can be easily performed and details are discussed in Section 5.3. All
the parameters for the probabilistic decision model are set manually. Specifically,
the conditional probabilities m (0.95) and u (0.01), and the maximum string
difference value tolerated cmax (0.3) are fixed and the threshold values t1 and
t2 vary within a certain range. For clustering-based decision models, we use the
k-means clustering algorithm implemented in R [13] and k is equal to 2 and 3
for our record linkage application. The distance threshold value, Td, used for
controlling the size of fuzzy region varies from 0.1 to 1.0.

5.2 Performance Metrics

To compare different decision models, we need some performance metrics. Here
we adopt two metrics proposed in [4] and the recall metric commonly used in
information retrieval to evaluate the decision models.

Let N be the total number of record pairs generated by a blocking method,
and na,b be the number of record pairs whose predicted matching status is a, and
whose actual matching status is b, where a is either M , U or P , and b is either
M ′ or U ′. For evaluation purposes, we assume that record pairs with a P status
can be always correctly classified. The three metrics are defined as follows:

– AC: the accuracy metric, AC, tests how accurate a decision model is. It
is defined as the proportion of the correctly classified (both matched and
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unmatched) record pairs:

AC =
nM,M ′ + nU,U ′ + nP,M ′ + nP,U ′

N
(8)

– PP : the PP metric measures the proportion of the record pairs that are
classified as possibly matched by a decision model, for clerical review:

PP =
nP,M ′ + nP,U ′

N
(9)

– recall: the AC metric does not distinguish accuracy between the matched
and unmatched record pairs since it reflects the total classification accuracy.
The original recall metric in information retrieval measures the number of
relevant documents retrieved as fraction of all relevant documents. Here we
use it to measure the accuracy of the decision model for matched record
pairs and it is defined as the proportion of all matched record pairs that are
classified correctly:

recall =
nM,M ′ + nP,M ′

nM,M ′ + nP,M ′ + nU,M ′

(10)

5.3 Results

Figure 2 shows distributions of the sum of weights (calculated by Equations 2
and 7) among the true matched and unmatched record pairs for our test data
sets. It can be seen that the two clusters are separated reasonably well except
for data set 4. The two clusters overlap in the middle with weight values ranging
between −15 and 15 for data set 4.

We have run the probabilistic decision model on the weights of these data
sets and the results under the threshold values t1 = 0 and t2 = 10 are shown
in Table 3. It can be seen that data set 4 has the lowest AC and recall values,
and the highest PP value due to larger errors in the duplicate records. Figure 3
shows the AC and PP values of the probabilistic decision model for data set 4
under different threshold values. It can be seen that the linkage accuracy (AC)
increases as t1 decreases and t2 increases. But this also leads to an increase in
the proportion of record pairs (PP ) for manual review. It is also evident that
the increase in AC and PP values is greater when t2 increases, compared to the
same amount of decrease in t1. Similar trends have been observed for the other
3 data sets.

We have also run the k-means clustering algorithm on the same data sets
and the results for two- and three-cluster models are also shown in Table 3.
Clustering using 3-clusters have resulted in about 23% to 31% of record pairs
being classified as possible matches. This is obviously impractical for most real
world applications as they often involve large data sets. On the other hand, the
accuracy values for the two-cluster case range from 0.919 to 0.980. Such accuracy
might be acceptable for some applications, considering that this is done fully
automatically and no manual review is required.
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Fig. 2. Weight distributions of true matched and unmatched record pairs of the four
test data sets.

If resources for manual review are available, a third cluster can be created by
applying our proposed process of identifying record pairs in the fuzzy region for
clerical review. Table 4 shows the results of our enhanced model for the four test
data sets under different Td threshold values. It can be seen that the accuracy
for data set 1 increases from 0.980 to 0.999 by assigning about 7% of record
pairs for clerical review. Similarly, the accuracy (or recall) for data set 4 also
increases from 0.919 to 0.992 by assigning 27% of record pairs for manual review.
This provides an effective mechanism to trade-off the accuracy and recall metrics
with the number of record pairs for manual review. In practice, a Td value in
the range of 0.2 to 0.5 is a good starting point, depending on the quality of data
sets and available resources for manual review.

Comparison of Table 3 with Table 4 shows that our enhanced decision model
achieves the same accuracy/recall of the 3-cluster clustering model [4] with a
much smaller PP value. For example, to achieve an AC value of 0.997 and a
recall value of 0.998 for data set 1, our model assigns only 2.9% of record pairs
needed for manual review while the existing 3-cluster clustering model allocates
29.7% of record pairs for manual review. This reinforces our observation that
there is not always a distinctive cluster between the matched and unmatched
clusters. The existing 3-cluster decision model therefore leads to a large number
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Decision Model
Probabilistic Clustering (k = 2) Clustering (k = 3)

Name AC PP recall AC PP recall AC PP recall

dataset 1 0.989 0.038 0.998 0.980 0.0 0.985 0.981 0.297 0.998
dataset 2 0.973 0.039 0.991 0.955 0.0 0.975 0.997 0.311 0.996
dataset 3 0.982 0.046 0.993 0.963 0.0 0.979 0.998 0.230 0.996
dataset 4 0.961 0.093 0.977 0.919 0.0 0.926 0.996 0.310 0.993

Table 3. Results of the probabilistic model for t1 = 0 and t2 = 10 and of the k-means
clustering models for k = 2 and 3.

Dataset
Dataset 1 Dataset 2 Dataset 3 Dataset 4

Td AC PP recall AC PP recall AC PP recall AC PP recall

0.10 0.993 0.010 0.989 0.964 0.016 0.980 0.969 0.011 0.984 0.931 0.017 0.936
0.20 0.997 0.029 0.998 0.969 0.025 0.984 0.977 0.025 0.987 0.946 0.042 0.953
0.50 0.999 0.071 0.998 0.992 0.078 0.991 0.993 0.077 0.993 0.974 0.113 0.970
0.80 0.999 0.123 0.998 0.997 0.127 0.996 0.997 0.125 0.996 0.988 0.206 0.982
1.00 0.999 0.144 0.998 0.997 0.173 0.996 0.998 0.162 0.997 0.992 0.270 0.988

Table 4. Results of our enhanced decision model under various threshold values.

of record pairs required for manual review. In addition to requiring a smaller
number of record pairs for clerical review, our model also offers the flexibility
of balancing between accuracy and the percentage of record pairs required for
clerical review by tuning the threshold value Td.

Tables 3 and 4 show that our proposed model achieves higher accuracy (both
AC and recall) than the simple probabilistic model at similar PP values for data
set 1. For data set 4, it also achieves better or at least comparable accuracy of
simple probabilistic model at similar PP values. Furthermore, our model has
only one parameter Td, which is normalised and can be easily set based on the
particular application requirement (accuracy and resources available), while the
probabilistic model has two parameters t1 and t2, to be set manually. Finding a
good set of t1 and t2 values without training data is a challenge for many real-
world applications. In addition, the probabilistic model requires training data
to estimate the conditional probabilities m and u for each comparison variable
while our model does not need any training data and can directly take the out-
put of any comparison function. Our enhanced model is not restricted to any
particular comparison functions and has the potential to be applied directly to
the components of the comparison vectors via multi-dimensional clustering. Per-
formance comparison between one-dimensional and multi-dimensional clustering
decision models is beyond the scope of this paper and will be the topic of future
research.
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Fig. 3. The AC and PP values of the probabilistic model for data set 4 under different
t1 and t2 values.

6 Discussion and Conclusions

In this paper, we have reviewed several existing decision models for record link-
age and proposed an enhanced clustering-based decision model. Many existing
decision models require good training data, which is not readily available in real-
world applications. Our enhanced decision model is based on the unsupervised
learning technique and does not need any training data. In addition, we have
introduced a metric, which can be used to identify record pairs with an uncertain
matching status. These record pairs are classified as possibly matched for clerical
review. We have also introduced some metrics for comparing the performances
of different decision models.

Current experimental results show that the proposed decision model achieves
similar accuracy of the existing clustering-based model, but with a much smaller
proportion of record pairs for manual review. Furthermore, our model has a
mechanism to control the trade-off between accuracy and the amount of clerical
review work.
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In the current implementation, clustering is performed on the one dimen-
sional feature. Further work is required to test our methodology on the com-
parison vector components directly using multi-dimensional clustering. We will
also look into incorporating clustering algorithms, which can handle categorical
comparison values, into our model and test the efficacy of the proposed method
to categorical comparison values.
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Abstract. Severe Acute Respiratory Syndrome (SARS), a new infec-
tious disease caused by corona virus, has infected more than 8,000 per-
sons in 32 countries and areas[1] after it first broke out in Guangdong,
China, 2002. Another 4 SARS cases were confirmed in China,Jan.2004.
As there were no fast and effective detection method of suspected SARS
case,this paper proposes a computer aided SARS detection system (CAD-
SARS) based on data mining techniques.During constructing the CAD-
SARS system,a training set,as one part of the Picture Archiving and
Communication System(PACS) of the 2nd Affiliation Hospital of Guangzhou
Medical College, was built to include ‘typical pneumonia’ and SARS X-
Ray chest radiographs.Then texture extraction of these images were per-
formed after segmenting out pulmonary fields.Feature vectors were then
constructed to build rules for the discrimination of SARS and ‘typical
pneumonia’.Two methods were used:decision tree and neural networks,
to mine these X-Ray images.Our experiment results showed that more
than 70% SARS cases can be detected from normal pneumonia cases.
Future works are introduced in this paper.

1 Introduction

Severe Acute Respiratory Syndrome (SARS),also called ‘Atypical Pneumonia’
in China,was first found in Guangdong,China,2002. By July 31,2003,5327 pa-
tients had been infected with it in China,accounts to 65.6% of all the cases
reported in the world[1]. As a newly occurred fast transmittable infectious dis-
ease,SARS brings the world not only malady,but the panic caused by knowing
little about it. Four newly confirmed SARS cases reported in China this year.It’s
VERY important to detect suspected SARS cases early and exactly,the same to
the diagnosis of this disease.Aside from this medical importance of fast SARS
detection,the detection also has its social meaning for all countries.Confined
to the experiences scarcity,especially the subjective experiences,most physicians
cannot judge exactly under what condition a patient maybe a SARS suspected
case.Although there are some advices in this judging procedure[3], there is a
pressing necessity of developing a computer aided detection of SARS system,
especially for the countries or regions that have no experience in dealing with
this disease.

⋆ This work is supported by Science and Technology Bureau of Guangzhou,China
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As said in [2][3],besides the epidemiology,diagnostic examine and laboratory
set,one of the most important factors of judging a SARS case is the patients X-
Ray chest radiographs.Because of the high resolution of X-Ray images(2048×2048
or higher with 12 to 14 bits gray level),confirmation of SARS cases is decided
by using X-ray images,especially the Posterior-Anterior(PA) images[4].

Medical Image analysis in combination with data mining yields the possibil-
ity of advanced computer-assisted medical diagnosis systems[5].As many of the
research fields are focused in lung cancer[6],breast cancer[7], functional brain im-
age analysis[8],etc.,few literatures were found to deal with SARS images.For an
inexperienced physician,it’s difficult to tell what the differences between these
images.Our ‘brainstorming’ with doctors confirmed this presupposition.

A computerized scheme for early severe acute respiratory syndrome(SARS)
lesion detection in digital chest radiographs is presented in[9].But [9] takes a very
strong assumption:early SARS lesion has a spherical shape with linearly decreas-
ing density from its center to border.SARS lesions don’t have spherical shape
may be ignored. We also note that the SARS detection cannot be fully func-
tioned if no global image information is considered.The data mining techniques
can fulfill this target intellectively.

In this paper,a data mining based scheme of Computer Aided Detection of
SARS(CADSARS) is proposed. No prior knowledge is needed.The architecture
of CADSARS,which is built under the PACS environment,will be given firstly.
In Section 3,the data cleaning process is described to construct the high quality
training set for the basis of future usage.The definition of Region of Interest(ROI)
and how to segment out this area are given in Section 4.The window of lung
fields,a important new concept will be introduced in this section too.Section 5
will focused on the feature extraction from ROI and the establishment of feature
vectors,which are used as one item in training set.Detailed mining results will be
presented in Section 6. Future works and some research in progress are shown
in Section 7.

2 CADSARS

Availability of Picture Archiving and Communication System raises the possibil-
ity of massive digital medical image processing and analyzing.For the detection
of SARS from typical pneumonia,an interface between CADSARS and PACS is
needed.Because there are variety modalities of images stored in PACS,we need to
focus our attention on PA X-ray chest radiography images.This brings the data
cleaning procedure.In the literature of pulmonary analysis,each lung field(the
left and the right) is divided into 9 blocks. So we need to define the ROI and
segment out these blocks.Feature extraction and mining process will be relatively
easy if the pre-steps are carried out in high quality.Fig.2 shows the architecture
of CADSARS,which also include concise explanations of all steps.

As mentioned before,a good PACS is the basis of medical image analyz-
ing.The PACS provides an efficient method for storage,transmission and process
of medical images. All images are stored as DICOM(Digital Imaging and COm-
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Fig. 1. Architecture of CADSARS

munication in Medicine) compatible format in PACS.For our mining purpose,
only the gray level images are needed.The DICOM/Interface will accomplish
the task of exchange data format,the window level/height convert between 12-
14 bits bitmap and the ordinary 8-bit gray level image.Because our main task
is to distinguish the SARS from typical pneumonia,and there are a variety of
modalities(CT,MR,US,SPECT,etc.) stored in PACS,we need a subset of all these
images:the SARS and pneumonia chest radiographs.This subset is selected ran-
domly and manually.

Three classes of images are included in the subset :the Posterior-Anterior im-
ages(PA),the Lateral images and the scanned images(examine reports scanned
from paper version).Automatic classification method of these three classes is de-
veloped.Outliers are filtered out manually because there is no definition of to
what degree the ‘good’ is. Thus the data cleaning process is completed and a
high-quality subset of PA X-ray chest radiographs containing typical pneumonia
and SARS images is constructed.

Segmentation of ROI is performed in most image analysis systems.In this
paper, we use the Multi Resolution Active Shape Model(MRASM) which is
an extension of ASM[10]. Also noted by [10],a good starting approximation is
important for the convergence of the algorithm.We use the prior knowledge to
deduce the initial position and scale parameters,which is proved effective for the
algorithm by our experiments.As used by radiologist,the left/right lung field is
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divided into 9 blocks separately. The dividing criterion is outer/middle/inner ×
upper/middle/lower, so totally there are 18 blocks.

Each block’s futures are extracted based on its statistical and texture calcu-
lation. Align all features of a sample image into a row vector to get the feature
vector. Each feature vector lies in a very high dimensional space,so the data
mining is invoked to build decision rules,the process of reducing the redundance
of data to get knowledge.The mining process is a supervised step since part of
the training set is used to train and the other part is used to test the mining
result:rules to detect SARS from typical pneumonia.

3 Data cleaning

Since real-life data is often incomplete, noisy and inconsistent, pre-processing
becomes a necessity[11]. Cleaning is the process of cleaning the data by removing
noise, outliers etc. that could mislead the actual mining process.As for image
mining on a running PACS system,this pre-process is a must. In our case,the
data cleaning process consists of two types of cleaning:the selection of PA X-ray
chest images from PACS database and deleting outliers.The last step is carried
out manually for some reason explained below.

3.1 Selection of PA X-Ray chest images

Images of all modalities are stored in PACS.For a radiologist,the Digital X-ray
images are his focus.The PACS has an hierarchy of privilege control system.The
privilege is determined by rank of the doctor belongs to and which department
he or she belongs to. Login the PACS as Admin and select all images related to
pulmonary disease by the query UI of PACS.Then one physician helps to select
the mining oriented images from this relatively small data set.More than 1,000
images were acquired after this semi-automatic selection.Three types of images
were left:the PA,the lateral and scanned images of reports.The scanned images
of reports are only for the digitalization of all information,so this type of im-
ages should be deleted first. A good survey in[6] analyzed lots of papers to show
that almost all chest radiography diagnosis were performed in PA images.The
overlapping of left and right lung field makes the automatic analyzing very dif-
ficult.Although the lateral chest images are need for their specific purpose,they
have little usage for our mining goal. All 3 types of images are demonstrated in
Fig.2 (a)(b)(c). Fig.2 gives the global mean gray level of these images.For if we
denote the image as a matrix Xmn, where m equals the height of the image,n
stands for the width,then the global mean gray level of Xmn is defined as :

gmean =
1

m × n

m∑

i=1

n∑

j=1

Xij

.The gmean verses samples is plotted in Fig.2(d).It’s obvious that all scanned im-
ages are brighter than other types.This is confirmed by Fig.2(a-c). So a straight
line can be drawn to delimit scanned images and PA/lateral images.
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(a) PA image (b) lateral image (c) scanned image

(d) mean gray level

Fig. 2. three types of images and their mean gray level

The PA and lateral images intercross each either in Fig.2(d),a simple linear
classification is not enough to separate them.It is observed that if we scale the
image Xmn into a small image,say X′

50,50,then for a lateral image,either the left
column X[1]′ or the right column X[50]′ contains only two or three none zero
values.To smooth the sparks, a simple mean filter performs well.This feature
can be used to justify whether a image is PA or lateral.Our trail result shows
that this simple algorithm cannot reach high precision.Inspired by the deletion
of scanned images,we back to use the data mining techniques based on image
futures.We present the selection of PA images in Algorithm 1.
Algorithm 1:Selection of PA images from lateral images
0.select randomly to build a training set for the selection rules building;
1.scale Xmn to X50,50;
2.calculate the following futures:

– gmean = 1
50×50

∑

i,j=1..50 Xij :global mean gray level

– meanL = 1
50

50∑

i=1

Xi1:mean of the first column

– meanR = 1
50

50∑

i=1

Xi,50:mean of the last column

– stdL =

√

1
50−1

50∑

i=1

(Xi1 − meanL)
2
: standard deviation of the first column
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– stdR =

√

1
50−1

50∑

i=1

(Xi,50 − meanR)
2
: standard deviation of the last column

3.set v = (gMean, stdL, meanL, stdR, meanR)
T

to represent X;
4.let N denotes for the training sample number,extend v with one flag called
class: Z for PA image and C for lateral image:

vi = (gMean, stdL, meanL, stdR, meanR, class)
T

5.a matrix T contains all vi as one row is constructed;
6.using C4.5 as the mining tool to obtain the discriminate rules.

Each v is in R
5.Decision rules from C4.5 shows that we can project v into

R
3,which is Prjv = (gMean, stdL, meanR)

T
. Detailed result will be given in

Section 6.

3.2 Filter out outliers

Outliers are defined as the images of bad quality,which maybe caused by im-
proper exposal or improper position when photographed.The children images
are considered as outliers also because there are images of parents in these im-
ages to secure their child stay fixed when taking X-ray images.A few PA images
are also deemed as outlier if the images contain pacemaker or other medical
attachments.The outliers are filtered out manually to ensure the quality of sam-
ples.

4 Segment out the ROI

Automatic segment out the Region of Interest(ROI) is virtually mandatory be-
fore any computer analysis of X-ray images takes place because the lung field
X-ray image contains so much information that we should focus our attention
on the mining target: detection of SARS from typical pneumonia.Thresh hold-
ing,edge detection by masks,region growing algorithms,morphological methods
etc are based on the grey level of images. We observed that all these meth-
ods are not suitable for the segmentation of ROI in X-ray images,even hybrid
methods are inappropriate.Knowledge based segmentation is suitable for the in-
distinct edge of lung filed.Active Shape Model(ASM)[10] and its extension are
used widely in medical image segmentation.An accurate initial position place-
ment influences the segmentation result badly.We present our improvement of
setting the initial parameters smartly by defining the window of ROI,then a
simple estimate algorithm is enough to attain high segmentation accuracy.

4.1 Definition of ROI

Each PA X-ray of chest radiography comprises two main part:the left and right
lung field as in Fig.2(a).These two part take up the main part of an image.But
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differences exist between images.We define the ROI as these two lung fields. Ideal
representation of ROI is to use two close contours.But the analog representation
cannot be processed by computer.One simple solution is to use coordinates of
key points to express the ROI.
Definition(ROI)If there are n key points,a vector in R

2n:

x = (x1, y1, x2, y2, . . . , xn, yn)
T

can be used to represent the ROI.Each xi, yi, 1 6 i 6 n stands for the x and y

coordinate of key point i.
Definition(window of ROI) The window of ROI is ideally defined as the
bound-box of v which is a 4 parameters vector w:

w = (row1, row2, col1, col2)
T

row1 = minyi and row2 = maxyi denote the upper and lower bound, col1 =
minxi and col2 = maxxi denote the left and right bound,respectively. We will
use w to set the initial parameters of ASM.The definitions of ROI and the window
of ROI are depicted in Fig.3.Another parameter named SP in Fig.3 defines where
the spine column is located in the image.The window of ROI is ideally defined
because we should get the window before ROI is segmented out. It must be
obtained in other ways,one of them will be introduced later. In fact,only an
approximation to the window can be calculated.

(a) ROI (b) window of ROI

Fig. 3. definitions of ROI and window of ROI

4.2 the MRASM algorithm with improvement

The authors of [10] and a series of related papers give the knowledge based
algorithm of ASM,a widely used segmentation method.To improve the robustness
of ASM, Multi Resolution ASM(MRASM)[12][13] is proposed.In order to use MR
search,a pyramid of images with different resolutions should be generated.At the
base of the pyramid (Level 0) we have the original image and on higher levels
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(Level 1 to L-1) we step-wise decrease the resolution by a factor of two.Not
starting the search from the original image(Level 0),MRASM starts at a higher
level.See Fig.4.

MRASM is a supervised model,so a training set is mandatory.
Definition(training set for MRASM) Let N be the sample count, each
sample is a ROI vi, 1 6 i 6 N ,then the training set is defined as:

traingset =
{
vi

∣
∣viis ROI of the ith sample,vi ∈ R

2n
}

All vi lie in their respective coordinates.In order to compare equivalent points
from different ROIs,they must be aligned with respect to a set of axes. Three
kinds of shape-invariant operators are enforced upon each vi,all these operators
can be written in one formula.If vi = (x1, y1, x2, y2, . . . , xn, yn)

T
∈ R

2n, then
vi is translated by t = (dX, dY ),rotated by θ and scaled by s of vi can be
expressed by M(s, θ)[vi] − t.The alignment task is to find these parameters:t =
(dX, dY ), θ, s that minimize the distance between sourcevi and targetv:

Err = (v − M(s, θ)[vi] − t)T W(v − M(s, θ)[vi] − t)

where bfW is weight matrix to give significance to those points which tend
to be most ‘stable’ over the training set.The task of alignment is to align all
vi ∈ training set with respect to a target ROI.Normally the target ROI is the
mean shape over training set:

ROI =
1

N

N∑

i=1

vi

Detailed alignment process and results are in [14].
The first and important step in segmentation is how to find initial parameters

before any action taken. If we put the initial guess of ROI far away from where the
destination ROI is,the hope of ASM converges to ideal target becomes vague,as
in Fig.5.

Fig. 4. image pyramid for MRASM Fig. 5. a divergence example of bad init

There are 4 parameters to be initialized before MRASM algorithm:translation
by t = (dX, dY ), rotation by θ and scaling by s.Because previously we choose
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ROI as the target of alignment step,set the rotation parameter θ = 0 is well
enough.The translation and scale parameters can be calculated by the follow-
ing formula provided the window of ROI:w = (row1, row2, col1, col2)

T has been
deduced:

(dX, dY )
T

= (X, Y )
T
−

(
X, Y

)T

s = f (sw, sh)

where:

– (X, Y )
T

is the ideal centroid of ideal ROI which can only be approximated
by (X ′, Y ′):

X ′ =
1

2
(col1 + col2) Y ′ =

1

2
(row1 + row2)

–
(
X, Y

)T
is the centroid of ROI defined by:

X =
1

n

n∑

i=1

ROIxi Y =
1

n

n∑

i=1

ROIyi

– define the width and height of ROI as:

W = max {x1, x2, . . . , xn} − min {x1, x2, . . . , xn} H = max {y1, y2, . . . , yn} − min {y1, y2, . . . , yn}

– define the width and height of window of ROI as:

W = col2 − col1 H = row2 − row1

– set the scale parameters of X and Y axis as:

sw = W
/
W sh = H

/
H

Because there should be only one scale parameter s for the reason of shape-
invariant, a function s = f(sw, sh) is used to combine sw, wh into one s.Finally,f =
0.9sh is chosen satisfactorily.Only the window vector w = (row1, row2, col1, col2)

T

left to be figured out.

Left and right bound of window As mentioned before,only approximation
of window can be obtained.If we plot the mean and standard deviation of each
column of an image Xmn,as in Fig.6, the left and right bound of window can be
seen easily.The reason is that:when a scan line runs from left to right,first peak
is met when scan line enters the right lung filed,that’s where col1 is defined;the
maximum mean gray level denotes where the spine column is located because
of a brighter band in X-ray images;as the column-wise scan line moves to the
right,col2 is met after a decline of the curve.The mm line means ‘mean of means’
which is equal to gmean.First and last intersections of mm line with mean curve
give values of col1 and col2 respectively.In practice,a scale factor of 0.9 is used
to enlarge the width of window,because less confinement brings more flexibility.
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Fig. 6. plot of mean and std of columns Fig. 7. plot of mean and std of rows

Upper and lower bound of window The simple mean of columns plot strat-
egy does not fit the task of finding upper and lower bounds of window,nor the std
plot,which can be seen in Fig.7.No obvious feature can be detected.After a close
look,these observations can be made:1.the X-ray image is approximately sym-
metric above the shoulders;2.the lower bound of window row2 can be calculated
easily if col1, col2, row1 are known because for human,ratio of lung fields’ height
and width is a random number which obeys Gaussian distribution.Chebyshev in-
equality can be used to assure the accuracy of row2.Now the only task is to derive

row1,which is straightforward if we plot each rows skewness( skew = E(x−µX)3

σ3

X

) against row number as in Fig.8. The vertical dotted line signify where row1

Fig. 8. plot of row skewness against row number

located and also where row skewness turns from positive to negative.Then row2

is determined by:

row2 = row1 + (col2 − col1) × (r ± δ)

where r represents the ratio of height and width of ROI’s window;δ is used
as amendatory to achieve accuracy determined by Chebyshev inequality.In our
case,experimentation values for r and δ are used.
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4.3 Segmentation result

Using w = (row1, row2, col1, col2)
T to set initial parameters will improve the con-

vergence rate of MRASM.For example,in Fig.9,the first 8 iterations of MRASM
are portrayed.Fig.9(a) shows that after about 7 iterations,the algorithm con-
verges to the ideal contour of ROI.But when window of ROI:w is used to initialize
translation,scale and rotation parameters,Fig.9(b) reveals that only 1 iteration
is needed for ASM’s convergence.

(a) no w is used

(b) w used to initialize

Fig. 9. comparison of convergence rate between whether window is used or not

5 Feature extraction for mining

Having obtained the ROI,which is a vector vi ∈ R
2n.Our next task is to divide

ROI into individual blocks so that meaningful features for each block can be
extracted for mining purpose.

5.1 Blocks set of lung fields

Three types of blocks can be used in breaking up lung fields in X-ray im-
ages:uniform divide,quad-tree and semantic divide.The simplest way is to split a
image equally into four or more blocks and then split further for each block.This
uniformly split criterion is used in [15],also shown in Fig.10(a).For chest radio-
graphy,this method is so coarse that some important localized information will
be lost.

Quad-tree decomposition divides a square image into four equal-sized square
blocks, and then tests each block to see if it meets some criterion of homogeneity.
If a block meets the criterion, it is not divided any further. If it does not meet
the criterion, it is subdivided again into four blocks, and the test criterion is
applied to those blocks. This process is repeated iteratively until each block meets
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(a) uniformly split (b) quad-tree decomposition (c) semantic divide

Fig. 10. three methods to split a image

the criterion (Fig.10(b)). Because the number of blocks cannot be controlled
or estimated by quad-tree decomposition, this method doesn’t accord with the
mining purpose.

Finally we choose the so called semantic divide to split each lung field into
9 blocks,totally 18 blocks as in Fig.2(c).Splitting criterion is to divide ROI ac-
cording to Cartesian product:

{upper,middle, lower} × {left, intermediate, right}

.Further split can be found in [16] but our test shows that 18 block is a fairly
balance between computation payload and mining results.

5.2 Feature vectors

Texture features are extracted from each block.Let Pij
m×n, i ∈ {0, 1}, 1 6 j 6 9

where i = 0 or 1 signifies the left or right lung field;j = 1, 2, . . . , 9 signifies
each block;m × n signifies the size of block Pij .For example, P1,5

50×40 defines
the 5th block of right lung field,and the block size is 50 × 40.Of course not all
information is useful in the 50 × 40 matrix, only the pixels in ROI is used for
feature extraction.

First order and second order texture features are extracted.The first order
features include:

1. mean value of gray level: MEAN = 1
m×n

m∑

i=1

n∑

j=1

Pi,j;

2. standard deviation of gray level: STD =
√

t
c(c−1) where: t = c

c∑

i=0

p2
i −

(
c∑

i=0

pi

)2

,and c = mn;

3. skewness of gray level: SKEW = c
(c−1)(c−2)

c∑

i=1

(
xi−x

s

)3
where x̄ = MEAN

and s = STD;
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4. kurtosis of gray level: KURT = t1t2 − t3,where t1 = c(c+1)
(c−1)(c−2)(c−3) , t2 =

c∑

i=1

(
xi−x

s

)4
, t3 = 3(c−1)2

(c−2)(c−3) ;

Let Qk×k be the concurrence matrix of order k.Concurrence of four different
angles are calculated: Q0

k×k,Q45
k×k,Q90

k×k,Q135
k×k. Then second order features can

be extracted :

1. energy: ENERGY =
k∑

i=1

k∑

j=1

Q2
i,j ;

2. entropy: ENTROPY =
k∑

i=1

k∑

j=1

(−Qij log (Qij))

3. correlation: COR =

k∑

i=1

k∑

j=1

((i−ux)(j−uy)Qij)

sigxsigy
,where ux =

k∑

i=1

(

i
k∑

j=1

Qij

)

,

uy =
k∑

j=1

(

j
k∑

i=1

Qij

)

, sigx =
k∑

i=1

(

(i − ux)
2

k∑

j=1

Qij

)

, sigy =
k∑

j=1

(

(j − uy)
2

k∑

i=1

Qij

)

;

4. inertia: INE =
k∑

i=1

k∑

j=1

(

(i − j)
2
Qij

)
1

2

5. local calm: LC =
k∑

i=1

k∑

j=1

(
Qij

1+(i−j)2

)

For each block Pij ,4 first order and 20 second order features(each angle includes
5 features) can be extracted.The for each X-ray image Xmn, 24 × 18 = 432
features are extracted.Let f j ∈ R

28, j = 1, 2, . . . , 18 denotes feature vector of
block Pj ,then for each X-ray image,define the feature vector as:
Definition(feature vector):Define Fi, i = 1, 2, . . . , N be the feature vector of
image Xi:

Fi =
(
ID#, Imageid, f1, f2, . . . , f18

)T
, i = 1, . . . , N

where

f j =



MEAN,STD, SKEW,KURT, · · ·
︸︷︷︸

0o

· · ·
︸︷︷︸

45o

· · ·
︸︷︷︸

90o

· · ·
︸︷︷︸

135o





T

, j = 1, . . . , 18

and N be the total number in training set.

6 Mining for SARS and experiment results

All images in training set can be expressed by its corresponding feature vector
Fi. After partition all samples for training and testing,outliers which are different
from those in Section 3.2 are filtered out automatically.Two mining methods are
taken: decision tree and neural networks.Results are given below.
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43 SARS patients X-ray images,a total of 241 images and 606 typical pneu-
monia X-ray images were chosen from PACS for mining.Results of main steps
are listed below.

– Automatic selection of PA images from PACS:In 561 images consists of
PA,lateral and scanned images,our algorithms Section 3 only falls for 5 cases.
A decision tree of 6 leaves is constructed by C4.5.Fig.11 gives each leaves
statistical data.Selection rate of 99.16% can be reached.

Fig. 11. select PA images from PACS

– Compute the window of ROI:241 samples were used to test the algorithm
proposed in Section 4.2.Result show that only one case(Fig.12) falls.

Fig. 12. calculation of window falls Fig. 13. Gaussian pyramid used in
MRASM

– Segmentation of ROI:128 key points are used to represent ROI(n = 128). For
ASM,27 training shapes are used.Fig.14(b) is the alignment result of ROIs in
Fig.14(a).For each image,a ten level Gaussian pyramid is built for MRASM
as in Fig.13.The MRASM with window -based initialization segment result
is shown in Fig.9(b).
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(a) ROI before alignment (b) ROI after alignment

Fig. 14. alignment of ROI

– Mining results:C5.0,which upgrade C4.5 slightly,and neural networks were
used as two main mining tools.Fig.15 shows that a 11-leaves decision tree
gives the best result:rates of correctly detect SARS from typical pneumonia
reaches 77.98% in training set and 73.17% when used to justify whether a
X-ray chest radiography belongs to SARS or typical pneumonia. At first we
think that the neural networks may give better result,but Fig.16 shows that
misclassification rate of a NN of three layers with 5 nodes in hidden level is
more than 30% when used to classify new images,though the detection rate
is 93.6% for training set,which is better than 77.98% of decision tree.

Fig. 15. decision tree mining Fig. 16. neural networks mining

7 Conclusion and future works

There is an increasing need for the computer aided detection/analysis of SARS.In
this paper,CADSARS is proposed to automatic detect SARS from typical pneu-
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monia.Directed by CADSARS,main steps of data mining(data cleaning,segmentation
of ROI,feature extraction and mining) are discussed.Final results show that
the decision tree,which can detect 73.17% of SARS cases from typical pneu-
monia,performs better than neural networks.

SARS detection plays a central role in our project though the following works
are important for further research,some of which are in progress:

1. We have detected SARS images from typical pneumonia images with an
acceptable correct rate of 73.17%.More analysis should be made to improve
this rate, at the same time to reduce negative rate of misclassification.

2. Pinpoint where lesions of SARS located in a X-ray image of chest radiog-
raphy. As mentioned in this paper,lung fields are divided into 18 blocks,9
blocks of each field. The task is to automatically position in which block
lesion(s) located.This work is under progress.

3. Only images are used in present research,no diagnosis information of doctors
is used.Besides images stored in PACS,examines and diagnosis are also stored
in structured report(SR)[17] format.Expert description makes the automatic
diagnosis possible if used nicely.For example,text mining technique applies
to mining SR data. Combined with feature vectors from images,text feature
extraction makes the semi-automatic description generators possible.

4. Image registration and fusion should be used to make the best use of PACS[18].
Only X-ray images(DX) used in present works,but computerized tomogra-
phy(CT) is also widely used in medical image analysis.Different modalities
of images takes different aspects of lesions.Image registration and fusion can
bring these information seamlessly together to lay the foundation for data
mining and make a promising research area.
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