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Message from the General Chairs

Dear AusDM authors, participants, and sponsors,

We like to welcome you to the Twelfth Australasian Data Mining conference (AusDM’14). We are proud to host AusDM in Brisbane for the first time.

We are excited to have two internationally recognised keynote speakers. Both keynote speaker show extreme prolific career in data mining. Prof Peter Bartlett from the University of California, Berkeley will talk about efficient algorithms to solve decision making problems under uncertainty that are quite common in data mining. Prof Geoff McLachlan from the University of Queensland will attempt to bridge the gap between data mining and statistics, and will talk about statistical procedures that can be adopted to extract meaningful patterns from the data.

This year’s conference had paper submissions in two categories, research and application, and we are pleased to have received a good number of high quality submissions which show the breadth and depth of data mining and analytics that happens in Australasian academics, and private, public and government organisations. Of the 53 submitted papers, 24 will be presented. Of these 18 are research track papers and 6 are industry papers.

To enrich the practical aspects of our conference program, we are pleased to offer a practical tutorial on the use of R in Data Mining to be given by Dr Yanchang Zhao, Senior Data Miner at the Department of Immigration and Border Protection Australia, and author of the Elsevier book “R and Data Mining: Example and Case Studies”.

There are many people and organisations who have supported this year’s conference. We thank all authors who have submitted papers, and we like to congratulate those who were successful. We also like to acknowledge all reviewers who have put significant efforts into careful assessment of the submitted papers. We like to thank the AusDM local chair and volunteers who supported the running of the conference.

Finally, we like to thank our sponsors for their support: Queensland University of Technology (Platinum Sponsor), the Australian National University and the Deakin University (Gold Sponsors). We hope you enjoy AusDM’14 and your stay in Brisbane.

Yours Sincerely,

Richi Nayak
Queensland University of Technology, Brisbane

Paul Kennedy
University of Technology, Sydney
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Message from the Program Chairs

Welcome to the 12th Australasian Data Mining Conference (AusDM14), in Brisbane, Australia.

A total of 53 papers were submitted to the two conference tracks (research and application). After careful consideration 24 papers were selected for publication and presentation. AusDM follows a rigid blind peer-review and ranking-based paper selection process. Each paper was rigorously reviewed by at least three reviewers and up to five reviewers took part in providing the assessment of a paper’s merits.

We would like to thank all the authors who submitted their work to AusDM14. Without your contributions and support, it would not be possible for the conference to succeed. We will continue to extend the conference format to be able to accommodate more presentations.

We thank all Program Committee Members for their timely and high-quality reviews. Our Program Committee members have been pivotal to the success of this conference. On behalf of the entire organising committee, we express our appreciation to the committee for their cooperative spirit and extraordinary effort. It has been a true privilege to work with such a dedicated and focused team, many of whom were also active in helping with the publicity of the conference. We also wish to extend our appreciation to any of the external reviewers relied upon by the Program Committee members. They have played a part in making this conference possible.

Lastly, we thank all the participants of the conference and hope you enjoy the conference as much as we have enjoyed being part of delivering it.

Yours Sincerely,

Xue Li
The University of Queensland, Brisbane

Lin Liu
University of South Australia, Adelaide

Kok-Leong Ong
Deakin University, Melbourne

Yanchang Zhao
Department of Immigration and Border Protection, Australia; and RDataMining.com
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Keynote - I  
Learning in Sequential Decision Problems  

Prof. Peter Bartlett,  
University of California, Berkeley, USA &  
Queensland University of Technology, Brisbane  

Abstract  
Many problems of decision making under uncertainty can be formulated as sequential decision problems in which a strategy's current state and choice of action determine its loss and next state, and the aim is to choose actions so as to minimize the sum of losses incurred. For instance, in internet news recommendation and in digital marketing, the optimization of interactions with users to maximize long-term utility needs to exploit the dynamics of users. We consider three problems of this kind: Markov decision processes with adversarially chosen transition and loss structures; policy optimization for large scale Markov decision processes; and linear tracking problems with adversarially chosen quadratic loss functions. We present algorithms and optimal excess loss bounds for these three problems. We show situations where these algorithms are computationally efficient, and others where hardness results suggest that no algorithm is computationally efficient.  

Biography  
Peter Bartlett is a professor in Mathematics at the Queensland University of Technology and professor in Computer Science and Statistics at UC Berkeley. His research interests include machine learning, statistical learning theory, and adaptive control. He has served as associate editor of Bernoulli, Machine Learning, the Journal of Machine Learning Research, the Journal of Artificial Intelligence Research, the IEEE Transactions on Information Theory, and Mathematics of Control Signals and Systems, and on the editorial boards of Machine Learning, JAIR, and Foundations and Trends in Machine Learning. He has been professor in the Research School of Information Sciences and Engineering at the Australian National University, and honorary professor at the University of Queensland. He was awarded the Malcolm McIntosh Prize for Physical Scientist of the Year in Australia in 2001, was an IMS Medallion Lecturer in 2008, and is an Australian Laureate Fellow and a Fellow of the IMS.  
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**Keynote - II**

**Making Sense of a Random World through Statistics**

Prof. Geoff McLachlan,  
University of Queensland, Brisbane, Australia

**Abstract**  
With the growth in data in recent times, it is argued in this talk that there is a need for even more statistical methods in data mining. In so doing, we present some examples in which there is a need to adopt some fairly sophisticated statistical procedures (at least not off-the-shelf methods) to avoid misleading inferences being made about patterns in the data due to randomness. One example concerns the search for clusters in data. Having found an apparent clustering in a dataset, as evidenced in a visualisation of the dataset in some reduced form, the question arises of whether this clustering is representative of an underlying group structure or is merely due to random fluctuations. Another example concerns the supervised classification in the case of many variables measured on only a small number of objects. In this situation, it is possible to construct a classifier based on a relatively small subset of the variables that provides a perfect classification of the data (that is, its apparent error rate is zero). We discuss how statistics is needed to correct for the optimism in these results due to randomness and to provide a realistic interpretation.

**Biography**  
Professor Geoffrey McLachlan’s has a personal chair in statistics in UQ’s School of Mathematics and Physics, and a joint appointment with the Institute for Molecular Bioscience. His research interests are in: data mining, statistical analysis of microarray, gene expression data, finite mixture models and medical statistics. His current research projects in statistics are in the related fields of classification, cluster and discriminant analyses, image analysis, machine learning, neural networks, and pattern recognition, and in the field of statistical inference. He has published six monographs, 20 book chapters and more than 140 articles in peer-reviewed literature. He currently holds an ARC Professorial Fellowship and is a chief investigator in the ARC Centre of Excellence in Bioinformatics. As an ISI Highly Cited Author, Professor McLachlan is part of an elite club of less than half of one percent of all published researchers in the world. In December 2010, Professor Geoff McLachlan was awarded the Statistical Society of Australia’s highest honour - the Pitman Medal - to recognise his "outstanding achievement in, and contribution to, the discipline of statistics".
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CONTRIBUTED PAPERS
Abstract

Knowledge of clustering changes in real-life datasets is important in many contexts, such as customer attrition analysis and fraud detection. Organizations can use such knowledge of change to adapt business strategies in response to changing circumstances. Analysts should be able to relate new knowledge acquired from a newer dataset to that acquired from an earlier dataset to understand what has changed. There are two kind of clustering changes, which are: changes in clustering structure and changes in cluster memberships. The key contribution of this paper is a novel method to automatically detect structural changes in two snapshot datasets using ReDSOM. The method identifies emerging clusters, disappearing clusters, splitting clusters, merging clusters, enlarging clusters, and shrinking clusters. Evaluation using synthetic datasets demonstrates that this method can identify automatically structural cluster changes. Moreover, the changes identified in our evaluation using real-life datasets from the World Bank can be related to actual changes.

Keywords: temporal clustering, self-organizing maps, visualization.

1 Introduction

Clusters provide insights into archetypical behaviours across a population, for example from taxation records, insurance claims, customer purchases, and medical histories. A cluster is a set of similar observations of entities, but these observations are dissimilar to observations of entities in other clusters (Han et al. 2011). The process of assignment of these observations in a dataset into clusters based on similarity is called as cluster analysis (Jain et al. 1999). Clustering is an exploratory data analysis technique that aims to discover the underlying structures in data.

In order to respond to change, we need to be able to identify and understand change. One way to do so is by looking at changes of clusters in terms of their structure and memberships. This type of knowledge can help organizations develop strategies, such as in fraud detection and in customer attrition analysis. Moreover, analysts often have to understand change from two datasets acquired at two different points in time to adapt existing business strategies.

This paper presents a novel method that automatically detect changes in cluster structure from a clustering result \( C(\tau_1) \) obtained from dataset \( D(\tau_1) \) observed at time period \( \tau_1 \) compared to clustering result \( C(\tau_2) \) obtained from dataset \( D(\tau_2) \), where \( \tau_1 < \tau_2 \). To understand what has changed, analysts need to relate new knowledge (often represented as models) acquired from a newer dataset \( D(\tau_2) \) to that acquired from an earlier dataset \( D(\tau_1) \).

In this paper, the clustering structure and the cluster assignment from a clustering result \( C(\tau_i) \) are defined as follow. The clustering structure of a clustering result is the shapes, densities, sizes, locations of each clusters, including similarity and distances between clusters. This structure also includes the partitioning of the data space \( \mathbb{R}^d \) into Voronoi regions. On the other hand, the cluster assignments are assignments of each data vector in the dataset to a cluster. In other words, it is a partitioning of a set of data vectors into \( k \) non-overlapping and collectively exhaustive subsets.

In order to analyze clustering changes, this paper uses the ReDSOM method (Denny et al. 2010) to compare two Self-Organizing Maps \( M(\tau_1) \) and \( M(\tau_2) \) trained from two snapshot datasets \( D(\tau_1) \) and \( D(\tau_2) \). In Denny et al. (2010), changes in cluster structure are identified through visualizations by analysts. On the other hand, this paper aims to automatically detect structural cluster changes.

This paper compares SOMs since the SOMs capture the clustering structure of the underlying datasets. Changes between two related datasets can be discovered by comparing the resulting data mining models since each model captures specific characteristics of the respective dataset as in FOCUS framework (Ganti et al. 2002) and in PANDA framework (Bartolini et al. 2009). This approach is also called "contrast mining" or "change mining" (Boettcher 2011).

Most temporal clustering algorithms consider clustering of sequences of events or clustering of time series (Antunes & Oliveira 2001, Roddick et al. 2001, Roddick & Spiliopoulos 2002). The goals of this paper are different to the aims of time series clustering and clustering of sequences. Sequence clustering aims to group objects based on sequential structural characteristics. Time-series clustering, on the other hand, aims to cluster individual entities that have similar time-series patterns to discover and describe common trends in time series (Roddick & Spiliopoulos 2002). In contrast, this paper considers the clustering of observations of entities at points in time, and compares the clustering structures from snapshot datasets derived from longitudinal data. A snapshot dataset \( D(\tau_j) \) contains an observation of each entity \( I_i \) at one time period \( \tau_j \) from a longitudinal data.
Entity $I_i$ is defined as a subject of interest. For example, an entity can be a tax payer, a country, or a customer. An observation of entity $I_i$ at time period $\tau_j$ is the measurements of entity $I_i$ at time period $\tau_j$ based on attributes/features. These measurements are represented as data vector $x_i(\tau_j)$. Longitudinal data, often referred to as panel data, are collection of repeated observations $x_i(\tau_1), \ldots, x_i(\tau_t)$ at multiple time periods $\tau_1, \ldots, \tau_t$ that track the same type of information/observation on the same set of entities $I_i$ (Diggle et al. 1994). In other words, there is a number of observations associated for the same entity. An example of longitudinal data is various indicators for each country that are collected regularly by the World Bank. From these data, the snapshot datasets are the welfare condition of countries that are observed in the 1980s as one snapshot and the 1990s as the subsequent snapshot. These two observations of a country are represented as two data vectors $x_i(\tau_1)$ and $x_i(\tau_2)$. Analysis of change from longitudinal data leads to quite a different approach to the process of cluster analysis.

The remainder of the paper is organized as follows. The next section discusses related works in temporal cluster analysis. Sections 3 then reviews structural cluster changes detection and the relative density definition. The contribution of this paper is discussed in Section 4. Section 5 discusses our experiments on the threshold parameters used in our algorithm. The application of the algorithm with synthetic and real-life datasets is then discussed in Section 6. Conclusions and future work are provided in Section 7.

2 Related Works

Existing methods can be differentiated based on the types of data they can handle, which are: data stream, partitioned dataset, snapshot longitudinal, univariate time series, and trajectories. Clustering snapshot datasets has not received much attention in temporal clustering. Research has focused mostly on clustering of sequences, time series clustering, data stream clustering, and trajectory clustering. The ReDSOM method clusters snapshot datasets and can contrast the clustering results between two snapshots (Denny et al. 2010). This method can also be used for multivariate time series transformed into snapshot datasets. However, ReDSOM does not detect structural changes automatically.

In identifying structural changes, there are a number of different approaches. MONIC (Spiliopoulou et al. 2006) and MClusT/MEC (Oliveira & Gama 2010) define clusters as set of objects. Therefore, structural changes is defined based on overlap of clusters between two clusters of two time periods. Furthermore, MONIC uses ageing of observations to monitor evolutions of clusters which is appropriate for clustering data stream. In contrast, this paper uses snapshots datasets to analyze changes of clustering over time. MONIC+ (Ntoutsi et al. 2009) tries to generalize MONIC to include more cluster types which are clusters as geometrical objects and as distribution. When clusters are defined as geometrical objects, cluster overlap is defined by intersection of area of the two clusters. It is not clear how area is defined in MONIC+, especially for high dimensional datasets. On the other hand, this paper defines cluster overlap by the intersection of the Voronoi region of two clusters. Adomavicius & Bocekstedt (2008) uses between-cluster distances to detect structural changes. Kulnis et al. (2005) uses moving cluster, which is defined based on a set of objects and spatial location. ReDSOM and Aggarwal (2005) use kernel density estimation to detect structural changes. However, the work in Aggarwal (2005) is designed for stream clustering and the concept of velocity density estimation is limited to one attribute. ReDSOM, on the other hand, is used to analyze multivariate snapshot datasets by comparing density estimation and communicate the results using visualization. Recently, Held & Kruse (2013) presented a method based on MONIC to visualize the dynamics of cluster evolution. The method were extended to detect cluster rebirth, which is a missing cluster in the previous time period that is emerged again.

The SOM-based methods to analyze clustering using multiple temporal datasets can be categorized into three approaches: chronological, temporal, and sequential cluster analysis. Chronological cluster analysis produces a different SOM and visualizations for each time period (Skupin & Hagelman 2005). Temporal cluster analysis, on the other hand, trains a single SOM with combined data from all time period (Skupin & Hagelman 2005). The limitation of this approach is its inability to detect structural clustering changes. Sequential cluster analysis, such as ShSOM (Fukui et al. 2008), trains a single SOM with sequential data and sequential clustering analysis. This paper uses chronological cluster analysis approach (Denny & Squire 2005). Given two snapshot datasets $D(\tau_1)$ and $D(\tau_2)$, the maps $M(\tau_1)$ and $M(\tau_2)$ are trained using their respective datasets. When training map $M(\tau_2)$, the map $M(\tau_1)$ is used as the initial map to preserve the orientation of the trained map.

3 Structural Cluster Changes Detection using ReDSOM

In ReDSOM, changes of clustering structure are identified from changes of density estimations at the same location over time. The plot of density estimation can provide useful characteristics in the data, such as skewness, multi-modality, and clustering structure. Density estimation is the construction of an estimate $f(x)$ of an unobservable underlying density function $f(x)$ based on observed data (Silverman 1986). This estimation is also ideal to present the data to non-mathematicians, as it is fairly easy to understand (Silverman 1986). Dense regions in data space are good candidates for clusters. Conversely, very low density regions most likely contain outliers. Therefore, clusters can be found by density estimates, such as in the ENDECLUE algorithm (Hinneburg & Keim 2003).

Kernel density estimation (KDE) is a non-parametric method to estimate the probability density function of the observed data at a given point (Silverman 1986). KDE is a non-parametric method, as it does not make assumption about the distribution of the observed data. This method is also known as Parzen-Rosenblatt window method (Parzen 1962, Rosenblatt 1956).

The approximation of density estimation can be calculated faster using prototype vectors produced by a VQ method (Hinneburg & Keim 2003, Macqueen 1967). Since SOM is also a VQ method, the prototype vectors of map $M$ that is trained on dataset $D$ can be used to estimate density of dataset $D$. Data vector $x_i \in D$ can be approximated/represented using the closest prototype vector $m_i$, with the accuracy measured by quantization error. In other words, the data space $\mathbb{R}^n$ is partitioned into $|M|$ Voronoi regions without leaving any gaps or overlaps. A Voronoi region $V_{r_j}$ of a prototype vector $m_j$ or cluster $C_j \in C$ is
Therefore, relative density \( RD \) at the location of vector \( v \) is lower compared to the density estimation \( \hat{D} \) on map \( M \). The prototype vectors are clustered using a partitional clustering technique or a hierarchical agglomerative nesting (AGNES) technique to form the final clusters. The optimal clustering results are then selected based on cluster validity indexes.

Figure 1: Relative density calculation

When comparing maps \( M(\tau_1) \) and \( M(\tau_2) \), density estimation \( \hat{f}_{h,M(\tau_1)}(v) \) centred at the location of vector \( v \in \mathbb{R}^d \) on map \( M(\tau_1) \) might be different compared to density estimation \( \hat{f}_{h,M(\tau_2)}(v) \) at the same location on map \( M(\tau_2) \). When the density centred at the location of vector \( v \) in dataset \( D(\tau_2) \) is lower than in dataset \( D(\tau_1) \), the density estimation \( \hat{f}_{h,M(\tau_2)}(v) \) on map \( M(\tau_2) \) centred at the location of vector \( v \) is lower compared to the density estimation \( \hat{f}_{h,M(\tau_1)}(v) \) at the same location on map \( M(\tau_1) \), and vice-versa. Therefore, relative density \( RD_{M(\tau_2)/M(\tau_1)}(v) \) is defined as the log ratio of the density estimation centred at the location of vector \( v \) on map \( M(\tau_2) \) to the density estimation centred at the same location on the reference map \( M(\tau_1) \) (Denny et al. 2010):

\[
RD_{M(\tau_2)/M(\tau_1)}(v) = \log_2 \left( \frac{\hat{f}_{h,M(\tau_2)}(v)}{\hat{f}_{h,M(\tau_1)}(v)} \right)
\]

(1)

Let \( rd_{1j} \leftarrow RD_{M(\tau_2)/M(\tau_1)}(m_j(\tau_1)) \) as a shorthand for the relative density at the location of prototype vector \( m_j(\tau_1) \) on map \( M(\tau_2) \) compared to reference map \( M(\tau_1) \). Similarly, let \( rd_{2j} \leftarrow RD_{M(\tau_2)/M(\tau_1)}(m_j(\tau_2)) \) be the relative density at the location of prototype vector \( m_j(\tau_2) \) on map \( M(\tau_2) \) compared to reference map \( M(\tau_1) \). Figure 1 shows the relative density calculation.

To visualize the relative density of the locations of all prototype vectors \( m_j(\tau_1) \), the values of \( rd_{1j} \) are visualized on a map \( M(\tau_1) \) in a gradation of blue for positive values and red for negative values. RedSOM visualization uses diverging colour scheme as this visualization has a critical mid-point which is zero (no change in density). Values of relative density over \( +\delta \) are represented as dark blue, and values less than \(-\delta \) are represented as dark red, where \( \delta \) is a density threshold parameter. Based on experiments, the value of \( \delta \) is set to 3, which means a region is considered as emerging or disappearing when its density increase by eightfold or one-eightfold, respectively.

Visualization of \( rd_{1j} \) on map \( M(\tau_1) \) alone cannot be used to detect emerging regions in period \( \tau_2 \). Regions that emerge in dataset \( D(\tau_2) \) are not represented on \( M(\tau_1) \) because map \( M(\tau_1) \) only represents populated Voronoi regions of dataset \( D(\tau_1) \) due to the VQ property. Therefore, \( rd_{2j} \) is used to detect emerging regions because the emerging regions at period \( \tau_2 \) are represented on map \( M(\tau_2) \). The \( rd_{2j} \) value for the Voronoi region of prototype vector \( m_j(\tau_2) \) would be high because the density \( \hat{f}_{h,M(\tau_2)}(m_j(\tau_2)) \) is high and the density \( \hat{f}_{h,M(\tau_1)}(m_j(\tau_2)) \) is low. In sum, values of \( rd_{2j} \) should be visualized on map \( M(\tau_2) \) to detect emerging clusters.

For similar reason, visualization \( rd_{2j} \) on map \( M(\tau_2) \) alone cannot be used to detect disappearing regions on map \( M(\tau_2) \). Disappearing regions are not represented by prototype vectors of map \( M(\tau_2) \). As a result, visualization of \( rd_{1j} \) on map \( M(\tau_1) \) is used to detect disappearing regions. The disappearing regions exist on map \( M(\tau_1) \), but no longer exist on map \( M(\tau_2) \).

To discover changes in clustering structure, Denny & Squire (2005) proposed cluster colour linking techniques, which is a techniques to link two clustering results from two snapshot datasets \( D(\tau_1) \) and \( D(\tau_2) \). The cluster colour linking technique, then, is used to visualize the first clustering result \( C(M(\tau_1)) \) on the second map \( M(\tau_2) \). The cluster colour of the nodes of map \( M(\tau_2) \) are determined by the cluster colour of their BMU (best matching unit) on map \( M(\tau_1) \). Given the colour of node \( j \) on map \( M(\tau_1) \) as \( nodeCluster(j, M(\tau_1)) \), the colour of node \( j \) on map \( M(\tau_2) \) is calculated as:

\[
nodeCluster(j, M(\tau_2)) = nodeCluster(BMU(m_j(\tau_2), M(\tau_1)), M(\tau_1))
\]

(2)

Since map \( M(\tau_2) \) follows the distribution of dataset \( D(\tau_2) \), the size of each cluster on map \( M(\tau_2) \) would follow as well.

A cluster \( C_i(\tau_2) \) in \( C(\tau_2) \) is said to have emerged at time period \( \tau_2 \) when the density of the cluster \( C_i(\tau_2) \) occupies a well separated region that has significantly increased density in dataset \( D(\tau_2) \) (\( rd_{2j} \geq +\delta \)) compared to the region’s density in the previous dataset \( D(\tau_1) \).

\[
\left| \left\{ m_j(\tau_2) \in C_i(\tau_2) : rd_{2j} \geq +\delta \right\} \right| \geq \theta_{emerging}
\]

(3)

A cluster \( C_i(\tau_1) \) in \( C(\tau_1) \) is said to have disappeared at time period \( \tau_2 \) when the density of region \( m_j(\tau_1) \in C_i(\tau_1) \) is significantly decreased (\( rd_{1j} \leq -\delta \)) in the dataset \( D(\tau_2) \) compared to the previous dataset \( D(\tau_1) \).

\[
\left| \left\{ m_j(\tau_1) \in C_i(\tau_1) : rd_{1j} \leq -\delta \right\} \right| \geq \theta_{disappearing}
\]

(4)

Unlike a new cluster that resides in a previously unoccupied region, split clusters do not occupy a new region. A cluster split can be identified when a cluster in map \( M(\tau_1) \) can be separated in map \( M(\tau_2) \). RedSOM visualization has to show that both split clusters in period \( \tau_2 \) do not occupy new region (\( 0 \leq rd_{2j} \leq \delta \)). A cluster \( C_i(\tau_1) \) is said to have split at time period \( \tau_2 \) when the Voronoi region of cluster \( C_i(\tau_1) \) is occupied by two or more well separated clusters \( C_{i1}(\tau_2), \ldots, C_{ik}(\tau_2) \) in the dataset \( D(\tau_2) \).
Cluster merging occurs when two clusters on map $\mathcal{M}(\tau_1)$ are no longer well separated on map $\mathcal{M}(\tau_2)$. Cluster merging can be identified by cluster colour linking when two clusters on map $\mathcal{M}(\tau_1)$ are merged into one cluster outline on map $\mathcal{M}(\tau_2)$. Cluster merging is different to lost cluster where one of the clusters shrinks significantly thus having $\text{rd1}_j < -\delta$. In cluster merging, the density of gap between clusters should increased in a way that can be verified using RedDSOM visualization. Clusters $C_{\text{totalDarkBlueRegionT}}(\tau_1), \ldots, C_{\text{numberClusterT}(\tau_1)}$ are said to have merged into $C_{\text{totalDarkBlueRegionT}}(\tau_2)$ at time period $\tau_2$ when the gap between the clusters is disappear in the dataset $\mathcal{D}(\tau_2)$.

Cluster $C_{\text{totalDarkRedRegionT}}(\tau_2)$ is said to have enlarged at time period $\tau_2$ when the part of the cluster region has significantly increased density in the dataset $\mathcal{D}(\tau_2)$.

$$\theta_{\text{overlap}} < \theta_{\text{emerging}} \quad (5)$$

Similarly, cluster contraction can be identified as a lost region which does not have a good separation to its neighbours. To put this another way, only a part of a cluster has disappeared. Cluster $C_{\text{totalDarkRedRegionT}}(\tau_1)$ is said to have contracted at time period $\tau_2$ when the clusters occupies smaller region in the dataset $\mathcal{D}(\tau_2)$.

$$\theta_{\text{overlap}} > \theta_{\text{disappearing}} \quad (6)$$

If a cluster does not fall into the above categories, the cluster $C_{\text{totalDarkRedRegionT}}(\tau_1)$ is evaluated whether it is overlapped with another cluster $C_{\text{totalDarkRedRegionT}}(\tau_2)$. As above, the overlap is determined based on the Voronoi region of their prototype vectors.

### 4 Automatic Structural Changes Detection

Based on the RedDSOM reviewed in the previous section, this paper develops a new algorithm that detects the structural cluster changes based on the relative density measurements. The algorithm takes the clustering results, relative density measurements, and hit counts to detect structural changes as shown in Algorithm 1 and Figure 2. In general, the steps are: initializations, detecting disappearing and contracting clusters, detecting emerging and enlarging clusters, detecting merging clusters, detecting splitting clusters, and detecting overlapping clusters.

There are two ways to calculate the number of prototype vector members that disappear: $\text{totalDarkRedRegionT}$, emerge $\text{totalDarkBlueRegionT}$, or overlap $\text{weighted}$ and $\text{unweighted}$ calculations. Unlike the unweighted calculation where each prototype vector counts as one, in the weighted calculation, each prototype vector counts as the number of data vectors mapped to the prototype vector (hit count). Algorithm 2 shows the initialization of the algorithm.

The algorithm starts by discovering disappearing and emerging clusters (Algorithms 3 and 4). The ratio is calculated using $\text{totalDarkRedRegionT}$ and $\text{totalDarkBlueRegionT}$. When the ratio of the ‘dark red’ region in a cluster $C_{\text{totalDarkRedRegionT}}(\tau_1)$ is compared to the whole cluster $C_{\text{totalDarkBlueRegionT}}(\tau_1)$ above $\theta_{\text{disappearing}}$, the cluster is considered to disappear in period $\tau_2$. Similarly, when the ratio of the ‘dark blue’ region in a cluster $C_{\text{totalDarkBlueRegionT}}(\tau_2)$ is compared to the whole cluster $C_{\text{totalDarkBlueRegionT}}(\tau_2)$ above $\theta_{\text{emerging}}$, the cluster is considered to emerge in period $\tau_2$. If a cluster has some ‘dark red’ or ‘dark blue’ region, the cluster is flagged as contracting and enlarging, respectively. This kind of cluster changes still needs to be checked further if the cluster participates in cluster splitting or cluster merging.

In the second phase, the clusters $C_{\text{totalDarkRedRegionT}}(\tau_1)$ and $C_{\text{totalDarkBlueRegionT}}(\tau_2)$ are checked whether they experience splitting or merging (Algorithms 5 and 6). When two or more clusters $C_{\text{totalDarkRedRegionT}}(\tau_1), C_{\text{totalDarkBlueRegionT}}(\tau_1), \ldots, C_{\text{totalDarkRedRegionT}}(\tau_1)$ from period $\tau_1$ overlaps with the region of cluster $C_{\text{totalDarkBlueRegionT}}(\tau_2)$, the clusters $C_{\text{totalDarkRedRegionT}}(\tau_1), C_{\text{totalDarkBlueRegionT}}(\tau_1), \ldots, C_{\text{totalDarkRedRegionT}}(\tau_1)$ are said to merge into cluster $C_{\text{totalDarkBlueRegionT}}(\tau_2)$. The overlap between cluster $C_{\text{totalDarkRedRegionT}}(\tau_1)$ and $C_{\text{totalDarkBlueRegionT}}(\tau_2)$ is defined as the ratio of the Voronoi region of $C_{\text{totalDarkRedRegionT}}(\tau_1)$ which overlaps/intersects with the Voronoi region of $C_{\text{totalDarkBlueRegionT}}(\tau_2)$ to the whole cluster $C_{\text{totalDarkBlueRegionT}}(\tau_1)$. When this overlap is above the $\theta_{\text{merging}}$ threshold, most of

### Algorithm 1: Automatic structural cluster changes detection algorithm.

**Input:** array of cluster assignment in $\tau_1$ CT1, array of cluster assignment in $\tau_2$ CT2, array of cluster color linking assignment CT21, array of relative density rd1 and rd2, array of hit count in $\tau_1$ HT1, array of hit count in $\tau_2$ HT2

**Output:** List of structural changes LC for all cluster in $\tau_1$ and $\tau_2$

1. **initialization** (Algorithm 2)
2. detect disappearing and contracting clusters (Algorithm 3)
3. detect emerging and enlarging clusters (Algorithm 4)
4. detect merging clusters (Algorithm 5)
5. detect splitting clusters (Algorithm 6)
6. detect overlapping clusters (Algorithm 7)
7. return LC

### Algorithm 2: Initialization.

1. $\text{LC} \leftarrow \emptyset$
2. $\text{listUnknownChangeT1} \leftarrow \{C_{\text{totalDarkRedRegionT}}(\tau_1), \ldots, C_{\text{numberClusterT}(\tau_1)}\}$
3. $\text{listUnknownChangeT2} \leftarrow \{C_{\text{totalDarkBlueRegionT}}(\tau_2), \ldots, C_{\text{numberClusterT}(\tau_2)}\}$
4. contractingClusterT1 $\leftarrow \emptyset$
5. enlargingClusterT2 $\leftarrow \emptyset$
6. for $j = 0$ to |M| do
7.  if weighted then
8.    $\text{weightT1[j]} \leftarrow \text{HT1[j]}$
9.    $\text{weightT2[j]} \leftarrow \text{HT2[j]}$
10.  else
11.    $\text{weightT1[j]} \leftarrow 1$
12.    $\text{weightT2[j]} \leftarrow 1$
13.    $\text{totalClusterMemberT1}[\text{CT1}[j]] += \text{weightT1[j]}$
14.    $\text{totalClusterMemberT2}[\text{CT2}[j]] += \text{weightT2[j]}$
15.    $\text{totalClusterMemberT21}[\text{CT21}[j]] += \text{weightT2[j]}$
16. if $\text{rd1}_j \leq -3$ then
17.    $\text{totalDarkRedRegionT1}[\text{CT1}[j]] += \text{weightT1[j]}$
18. if $\text{rd2}_j \geq 3$ then
19.    $\text{totalDarkBlueRegionT2}[\text{CT2}[j]] += \text{weightT2[j]}$

$\theta_{\text{emerging}}$, the cluster is considered to emerge in period $\tau_2$. If a cluster has some ‘dark red’ or ‘dark blue’ region, the cluster is flagged as contracting and enlarging, respectively. This kind of cluster changes still needs to be checked further if the cluster participates in cluster splitting or cluster merging.

In the second phase, the clusters $C_{\text{totalDarkRedRegionT}}(\tau_1)$ and $C_{\text{totalDarkBlueRegionT}}(\tau_2)$ are checked whether they experience splitting or merging (Algorithms 5 and 6). When two or more clusters $C_{\text{totalDarkRedRegionT}}(\tau_1), C_{\text{totalDarkBlueRegionT}}(\tau_1), \ldots, C_{\text{totalDarkRedRegionT}}(\tau_1)$ from period $\tau_1$ overlaps with the region of cluster $C_{\text{totalDarkBlueRegionT}}(\tau_2)$, the clusters $C_{\text{totalDarkRedRegionT}}(\tau_1), C_{\text{totalDarkBlueRegionT}}(\tau_1), \ldots, C_{\text{totalDarkRedRegionT}}(\tau_1)$ are said to merge into cluster $C_{\text{totalDarkBlueRegionT}}(\tau_2)$. The overlap between cluster $C_{\text{totalDarkRedRegionT}}(\tau_1)$ and $C_{\text{totalDarkBlueRegionT}}(\tau_2)$ is defined as the ratio of the Voronoi region of $C_{\text{totalDarkRedRegionT}}(\tau_1)$ which overlaps/intersects with the Voronoi region of $C_{\text{totalBlueRegionT}}(\tau_2)$ to the whole cluster $C_{\text{totalCarBlueRegionT}}(\tau_1)$. When this overlap is above the $\theta_{\text{merging}}$ threshold, most of
C\(_i(\tau_1)\) is part of C\(_j(\tau_2)\). Merging clusters require two or more clusters from period \(\tau_1\) that are part of cluster C\(_j(\tau_2)\). The overlap is calculated and visualized using the cluster colour linking technique described earlier. Detecting cluster splitting is basically the mirror case of detecting cluster merging.

In the last phase, clusters C\(_i(\tau_1)\) and C\(_j(\tau_2)\) that are not yet classified are checked if their region partially overlap. If the ratio of overlap above \(\theta_{overlap}\) and the cluster C\(_i(\tau_1)\) was flagged as contracting or enlarging, cluster C\(_i(\tau_1)\) is considered to be contracting or enlarging in period \(\tau_2\) respectively. Otherwise, the clusters with the ratio of overlap above \(\theta_{overlap}\) is considered as overlap.

The complexity of the whole algorithm is \(O(|C(\tau_1)| \cdot |C(\tau_2)| \cdot |M|)\), where |C(\tau_1)| is the number of cluster in period \(\tau_1\) and |M| is the number of prototype vectors in map M. The running time for Algorithm 2 is bounded by \(O(|M|)\). The complexities of Algorithm 3 and 4 are \(O(|C(\tau_1)|)\) and \(O(|C(\tau_2)|)\) respectively. The running time for Algorithms 5–7 are bounded by \(O(|C(\tau_1)| \cdot |C(\tau_2)| \cdot |M|)\).

**Experiments on the Threshold Parameters**

To determine the threshold parameters for each type of cluster changes, experiments on different values of these threshold parameters are performed on synthetic datasets. In these synthetic datasets, only one structural cluster change is introduced in the dataset \(D(\tau_2)\). In total, there are eight pairs of synthetic datasets. The threshold values used range between 0.3 and 1.0 in increments of 0.1. When the threshold value is too high, the algorithm cannot detect the changes. On the other hand, when the threshold value is too low, the algorithm might detect false positive changes. While this paper provides the guidelines for setting the value of these threshold parameter, these parameters can be tuned to suit the need of analysis. These experiments showed that the weighted calculation allows the use of higher threshold values. For the datasets where an emerging cluster exists in the dataset \(D(\tau_2)\), the emerging cluster is no longer detected at \(\theta_{emerging} = 0.8\) using the unweighted version. On the other hand, the weighted version can
Algorithm 6: Detecting splitting clusters.
1 foreach $C_i(\tau_1) \in \text{listUnknownChangeT1}$ do
2    listOverlapClusterT2 $\leftarrow \emptyset$
3 foreach $C_i(\tau_2) \in \text{listUnknownChangeT2}$ do
4    overlapCount $\leftarrow 0$
5 for mapUnit $= 1 \rightarrow |M(\tau_2)|$ do
6    if $CT2[\text{mapUnit}] = i \land CT2[\text{mapUnit}] = j$ then
7        overlapCount $+$=
8        weightT2[mapUnit]
9    ratio $\leftarrow$ overlapCount / totalClusterMemberT2[i]
10 if ratio $\geq \theta_{\text{splitting}}$ then
11    listOverlapClusterT2 $\leftarrow$
12    listOverlapClusterT2 $\cup \{C_i(\tau_1)\}$
13 if $\text{listOverlapClusterT2} \geq 2$ then
14    $\text{LC} \leftarrow \text{LC}$
15    $\cup \{C_i(\tau_1), C_j(\tau_2), \text{splitting}\}$
16    $\text{listUnknownChangeT2} \leftarrow$
17    $\text{listUnknownChangeT2} - \{C_j(\tau_2)\}$
18    $\text{listUnknownChangeT1} \leftarrow$
19    $\text{listUnknownChangeT1} - \{C_i(\tau_1)\}$

Algorithm 7: Detecting overlapping clusters.
1 foreach $C_i(\tau_1) \in \text{listUnknownChangeT1}$ do
2 foreach $C_j(\tau_2) \in \text{listUnknownChangeT2}$ do
3    overlapCount $\leftarrow 0$
4 for mapUnit $= 1 \rightarrow |M(\tau_2)|$ do
5    if $CT2[\text{mapUnit}] = i \land CT2[\text{mapUnit}] = j$ then
6        overlapCount $+$=
7        weightT2[mapUnit]
8    ratio $\leftarrow$ overlapCount / totalClusterMemberT2[i]
9 if ratio $\geq \theta_{\text{overlapping}}$ then
10    if $C_i(\tau_1) \in \text{contractingClusterT1}$ then
11        $\text{LC} \leftarrow$
12        $\text{LC} \cup \{C_i(\tau_1), C_j(\tau_2), \text{contracting}\}$
13 else if
14    $C_j(\tau_2) \in \text{enlargingClusterT2}$ then
15        $\text{LC} \leftarrow$
16        $\text{LC} \cup \{C_i(\tau_1), C_j(\tau_2), \text{enlarging}\}$
17 else
18    $\text{LC} \leftarrow$ $\text{LC} \cup$
19        $\{C_i(\tau_1), C_j(\tau_2), \text{overlapping}\}$
20    $\text{listUnknownChangeT1} \leftarrow$
21    $\text{listUnknownChangeT1} - \{C_i(\tau_1)\}$
22    $\text{listUnknownChangeT2} \leftarrow$
23    $\text{listUnknownChangeT2} - \{C_j(\tau_2)\}$
24 foreach $C_i(\tau_1) \in \text{listUnknownChangeT1}$ do
25    $\text{LC} \leftarrow$ $\text{LC} \cup \{C_i(\tau_1), -\}$
26 foreach $C_j(\tau_2) \in \text{listUnknownChangeT2}$ do
27    $\text{LC} \leftarrow$ $\text{LC} \cup \{-, C_j(\tau_2)\}$

detect the emerging cluster up to $\theta_{\text{emerging}} = 0.9$.
The higher threshold value means that the weighted version is more sensitive to detect structural cluster changes. Therefore, the subsequent experiments use the weighted version with the threshold parameter 0.5.

Table 1: Threshold values used in the subsequent experiments.

<table>
<thead>
<tr>
<th>Threshold name</th>
<th>Threshold value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emerging threshold</td>
<td>0.5</td>
</tr>
<tr>
<td>Disappearing threshold</td>
<td>0.5</td>
</tr>
<tr>
<td>Merging threshold</td>
<td>0.5</td>
</tr>
<tr>
<td>Splitting threshold</td>
<td>0.5</td>
</tr>
<tr>
<td>Overlapping threshold</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The experiment on the datasets where a cluster disappears in dataset $D(\tau_2)$ shows that the weighted calculation can detect the changes up to $\theta_{\text{disappearing}} = 0.6$, while the unweighted version can detect up to $\theta_{\text{disappearing}} = 0.5$. On detecting merging clusters, the weighted calculation can detect the changes up to $\theta_{\text{merging}} = 0.8$, while the unweighted version can detect up to $\theta_{\text{merging}} = 0.7$. The experiment on the datasets where a cluster splits into two clusters in dataset $D(\tau_2)$ shows that the weighted calculation can detect the changes up to $\theta_{\text{splitting}} = 1.0$, while the unweighted version can detect up to $\theta_{\text{splitting}} = 0.9$. Lastly, when the algorithm is evaluated on the datasets where a cluster $C_i(\tau_1)$ overlaps with a cluster $C_j(\tau_2)$, the weighted calculation can detect the changes up to $\theta_{\text{overlapping}} = 0.6$, while the unweighted version can detect up to $\theta_{\text{overlapping}} = 0.7$. Therefore, the subsequent experiments use the threshold parameter shown in Table 1.

6 Evaluations on Synthetic and Real-Life Datasets

To evaluate the algorithm and the threshold values, this research uses two pairs of synthetic datasets with multiple structural changes and two pairs of real-life datasets. The first synthetic datasets ‘loss-new’ contains an emerging cluster and a disappearing cluster as shown in Figure 3. The second synthetic datasets contains a splitting cluster, merging clusters, expanding clusters, and contracting clusters.

Analysis using ReDSOM and cluster colour linkage on the ‘loss-new’ dataset shows that there are a disappearing cluster and an emerging cluster. The scatter plot of both dataset $D(\tau_1)$ (red dots) and $D(\tau_2)$ (blue plus) shown in Figure 3 indicates a lost cluster and an emerging cluster. The ReDSOM visualization shown Figure 4(a) indicates that cluster $C_0(\tau_1)$ is disappearing in the map $M(\tau_2)$. Furthermore, the ReDSOM visualization of the map $M(\tau_2)$ (right) identifies an emerging cluster $C_3(\tau_2)$. Similarly, based on analysis using cluster colour linkage on Figure 4(b), the cluster $C_1(\tau_1)$ on the map $M(\tau_1)$ no longer exists in the map $M(\tau_2)$. An emerging cluster $C_2(\tau_2)$ emerged on the map $M(\tau_2)$.

Evaluation on the ‘loss-new’ dataset shows that the proposed algorithm able to identify structural cluster changes correctly. The algorithm proposed in this paper produced the table shown in Figure 4(b) (bottom left). The algorithm correctly identifies cluster $C_2(\tau_2)$ as an emerging cluster. Furthermore, the algorithm also identifies cluster $C_3(\tau_1)$ as a disappearing cluster. No significant structural changes detected in the other clusters in $M(\tau_1)$: $C_1(\tau_1)$, $C_2(\tau_1)$, and $C_3(\tau_1)$.

The World Development Indicator (WDI) dataset (World Bank 2003) is a multi-variate temporal dataset covering 205 countries. The experiments compare the clustering structure based on 25 selected indicators that reflect different aspects of welfare,
such as population, life expectancy, mortality rate, immunization, illiteracy rate, education, television ownership, and inflation (Denny & Squire 2005). The annual values are grouped into 10-years value by taking the latest value available in the period. The 1980s data is used as period $\tau_1$ and the 1990s as period $\tau_2$.

The analysis of cluster changes starts by selecting the clustering result of the datasets $\mathcal{D}(\tau_1)$ and $\mathcal{D}(\tau_2)$. Cluster validity indexes, such as Davies-Bouldin Index and Silhouette Index, or dendrogram tree were used to guide this selection. The Davies-Bouldin index of the $k$-means clustering results (Figure 6) shows that the optimal clustering result is four clusters for the 1980s. Based on the dendrogram of Ward linkage, the optimal clustering result is six clusters for the 1990s.

The table (bottom left in Figure 5(b)) shows the detected structural cluster changes. The cells’ back-
Cluster transitions can be detected by examining the ground colour of clusters in the 1980s map. The algorithm detects a disappearing cluster $C_2(\tau_1)$ in the 1990s map, compared to the 1980s map. A new cluster $C_4(\tau_2)$ also appears in the 1990s map.

(b) The clustering result of the 1980s map is shown using colour on both the 1980s map (left) and the 1990s map (right). The independent clustering result of the 1990s map is shown using thick outlines and patterns on the 1990s map.

Figure 5: ReDSOM, clustering result visualizations, and detected structural cluster changes of the world’s welfare and poverty maps of the 1980s (left) and the 1990s (right).

7 Conclusion and Future Work

We have presented an algorithm to automatically detect structural changes between two clustering results obtained from two snapshot datasets. Based on the evaluations, the algorithm can detect various structural changes. As a SOM produces a considerably smaller-sized set of prototype vectors, it allows an efficient use of two-level clustering and this automatic detection. The method presented here can be extended further to detect cluster changes from multiple snapshots.
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Abstract
Almost all the papers on market segmentation modeling using retail transaction data reported in the literatures deal with finding groupings of customers. This paper proposes the application of clustering techniques on finding groupings of retailers who use the Electronic Funds Transfer at Point Of Sale (EFTPOS) facilities of a major bank in Australia in their businesses. The RFM (Recency, Frequency, Monetary) analysis on each retailer is used to reduce the large data set of customer purchases through the EFTPOS network into attributes that may explain the business activities of the retailers. Preliminary results show that groupings of retailers with distinct combinations of RFM values can be established which encourage further modeling using other business and demographic attributes on bigger data set over a longer period of time.

Keywords: Market Segmentation, Clustering, RFM Analysis, EFTPOS.

1 Introduction
Electronic Funds Transfer at Point Of Sale (EFTPOS) is one of the leading methods of payment at checkouts or Point Of Sale (POS). Payments on EFTPOS terminals are done using debit and credit cards, the most common non-cash payment methods. The banking sector gains profits by the renting out EFTPOS machines to retailers through set up fee, periodic service fee and transaction fee on each purchase put through the EFTPOS machine. Banks also profit through the availability of interest free fund en-route to the designated retailer's bank account after being debited from the payee's account and the availability of the deposited fund into the retailer's account itself. In order for the banking sector to develop this part of the business further, it can make use of market segmentation modeling to gain better understanding on the business behaviours of the retailers using the EFTPOS facilities.

The concept of market segmentation was first introduced in Smith (1956) and defined as the “process of subdividing a market into distinct subsets of customers that behave in the same way or have similar needs. Each subset may conceivably be chosen as a market target to be reached with a distinctive marketing strategy” (Doyle 2011). The heart of any good market segmentation tool is its ability to analyse, understand and draw good market segments based on customer’s purchasing behaviours. Whilst market segmentation has been extensively applied on transaction data to find insights into customer purchasing behaviours on the market, very limited work has been done to find in-sights into retailer business activities. This paper reports on the use of clustering techniques on EFTPOS transaction data to identify segments of retailers who have certain common characteristics.

The selection of attributes plays an important role in good clustering analysis. This paper uses the RFM (Recency, Frequency, Monetary) analysis, popular in marketing, to reduce the data set for the clustering experiments.

The paper is organized as follows: Section 2 gives a summary of the review of the literatures on market segmentation papers for the past 10 years; Section 3 explains the data reduction/transformation using the RFM Analysis; Section 4 briefly explains the clustering techniques used; Section 5 outlines and discusses the results of the experiments; Section 6 concludes the paper and explains our plans for the future.

2 Related Work
Table 1 summaries our review of the literatures on related work in market segmentation with respect to the attribute selection techniques and clustering techniques employed. All of the papers reviewed report the use of transaction data as input and segmentation experiments on customers. Only one paper i.e. (Bizhani & Tarokh 2011), reports segmentation experiments on retailers using EFTPOS data. This is the only work on EFTPOS data we have found in the literatures. The work reported in Bizhani & Tarokh (2011) is on a much smaller data set and considers individual EFTPOS machines as “retailers”. The data set we have been acquiring for our work falls in the category of Big Data with each merchant/retailer having multiple EFTPOS machines.

Our experience in acquiring, secured-storing and processing the commercial in confidence EFTPOS data has been reported in Singh, A., et al. (2014).

As shown in Table 1 socio-demographic analysis and RFM analysis are the two most popular attribute selection techniques for market segmentation. For example, in Y. Kim et al. (2005) and J. H. Lee & Park (2005), attributes derived from socio-demographic characteristics (e.g.
average age of residents, proportion of residents in high status and others) of customer have been reported as effective in customer segmentation. Whereas in Olson et al. (2009), attributes based on RFM comparatively yield

| Table 1. Summary of review of the literatures on market segmentation in the past 10 year |
|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| Related Work                                 | Attribute Selection Techniques                | Clustering Techniques                          | Other                                          |
|                                              | Socio-demographic Analysis RFM Analysis K-means Hierarchical clustering Other                                 |
| (Y.-S. Chen et al. 2012)                    | X                                             | X                                             |                                               |
| (Lefait & Kechadi 2010)                     |                                               |                                               |                                               |
| (Hsieh 2004)                                | X                                             | X                                             | Neural Network                                |
| (Bizhani & Tarekhi 2011)                    | X                                             | X                                             | Unsupervised Learning Vector Quantization     |
| (D. Chen et al. 2012)                       | X                                             | X                                             | Decision Tree                                 |
| (Olson et al. 2009)                         | X                                             | X                                             |                                               |
| (Namvar et al. 2010)                        | X                                             | X                                             |                                               |
| (Y. Kim et al. 2005)                        | X                                             | X                                             | Neural Networks                               |
| (J. H. Lee & Park 2005)                     |                                               |                                               |                                               |
| (Dennis et al. 2003)                        | X                                             |                                               |                                               |
| (Ho et al. 2012)                            | X                                             | X                                             |                                               |
| (Salvador & Chan 2004)                      | X                                             | X                                             |                                               |
| (D. Gaur & S. Gaur 2013)                    | X                                             | X                                             |                                               |
| (Zakrzewska & Murlewski 2005)               | X                                             | X                                             | Density based Clustering                      |
| (Alam et al. 2010)                          |                                               |                                               |                                               |
| (Yoon et al. 2013)                          |                                               |                                               |                                               |
| (Li et al. 2009)                            |                                               |                                               |                                               |
| (Sub & Deris 2008)                          |                                               |                                               |                                               |

better clustering results and can effectively handle a large degree of multi-dimensional data. With respect to clustering algorithms used, K-means and hierarchical clustering are the most popular techniques for market segmentation.

3 RFM Analysis

EFTPOS transaction data are being collected from one of the four major banks in Australia. This paper reports on the preliminary stage of our project where we use data for a total period of 18 days, starting from 19-September-2013 to 07-October-2013. Each transaction record has 55 attributes.

The 18 daily data files contain approximately 77.5 million transaction records from over 1 million unique retailers. This high volume of data makes even the basis operations, such as finding the total monetary amount of each retailer in the data set, very time consuming and resource intensive. To overcome this Big Data problem, a hash table for the retailer ids is used.

Normalisation is very important in this clustering project as clustering algorithms use various distance measures between attribute values. An attribute with values covering a large range, like retailer’s Monetary values, may dominate over another attribute with smaller range of values, like retailer’s Recency and Frequency values. To alleviate this problem, in this project, the min-max normalization technique is used where the values of all three attributes are normalised into a similar range between 0 and 100.

The RFM (Recency, Frequency, Monetary) analysis was proposed in Hughes (2006). This paper proposes the use of these three attributes to group retailers exhibiting similar business activities:

**Recency** - the Recency value for a retailer is the time interval between a global datum and his/her latest transaction. A retailer with a smaller Recency value is seen as more current in his/her business activities than a retailer with a bigger Recency value. The global datum is chosen as midnight after the last transaction day in the data set (i.e. the midnight of 8th October 2013 (00:00:00000 in HH:MM:SSSSSS format). Hence, all the Recency values are calculated from midnight of 8th October 2013 backwards.
**Frequency** - the total number of transactions put through all of the EFTPOS terminals belonging to a retailer forms the Frequency value of the retailer.

**Monetary value** - the total amount of transactions put through all of the EFTPOS terminals belonging a retailer forms the Monetary value of the retailer.

*Figure 1* shows the histogram of the distribution of the Recency, Frequency and Monetary values of all of the retailers in the data set. The histogram shows that the Frequency and Monetary values are skewed to the lower end of the values.

The histogram in *Figure 1* is open ended at the top end because there are small numbers of very large values of the three attributes in the data set. This is shown more clearly in the histograms in *Figure 2* where the horizontal axis of each histogram is intentionally “squeezed” in the middle to show these extreme values and also because there are very few data in this range (no data for Frequency and Monetary values).

*Figure 2* also shows the correlations amongst the three attributes. There is positive correlation between Frequency and Monetary values and no correlation between Recency with the other two attributes. This implies that retailers that generate a lot of transactions tend to accumulate large Monetary values within the observation time period.

### 4 Cluster Analysis

Being the most popular methods used in the literatures for market segmentation, we use K-means and Agglomerative Hierarchical Clustering (AHC) in this preliminary work. Clustering analysis on a large data set is time consuming and processor intensive. With 16 cores and 32 GB RAM is employed. For this work, parallelisation in the form of multi-threading using Intel Xeon and AMD Opteron CPUs of various clock speeds. Our experience in acquiring, secured-storing and processing the commercial in confidence EFTPOS data is reported in Ashish, et al. (2014).
For the K-means clustering, the calculation of the Euclidean Distance between each data point to the centroid of a cluster is done in parallel over subsets of the data set. For the AHC, the calculation of the Ward Minimum Variance to evaluate the inter-cluster distance measure (starting with clusters each with 1 member data point) and the creation of the clusters through agglomerative process are done on 60% of the data set with the remaining 40% are allocated to the clusters based on Euclidean distance.

In this project, we create clustering models with 2 to 25 clusters using both K-means and AHC.

Both sets of clustering models are then tested based on Dunn’s Index (Dunn† 1974) and Davis-Bouldin Index (Davies & Bouldin 1979) to find the number of clusters which result in high intra-cluster similarity and high inter-cluster dissimilarity.

Dunns Index is given as:

\[ D = \min_{1 \leq i < j \leq c} \left\{ \frac{\delta(C_i, C_j)}{\max_{1 \leq k \leq c} \Delta(C_k)} \right\} \]

where: \( \delta(C_i, C_j) \) is the inter-cluster distance between clusters \( C_i \) and \( C_j \); \( \Delta(C_k) \) is the intra-cluster distance of cluster \( C_k \); \( c \) is the number of clusters.

Also Davis-Bouldin Index is given as:

\[ DB = \frac{1}{c} \sum_{i=1}^{c} \max_{j \neq i} \left\{ \frac{\Delta(C_i) + \Delta(C_j)}{\delta(C_i, C_j)} \right\} \]

where: \( \delta(C_i, C_j) \) is the inter-cluster distance between two clusters \( C_i \) and \( C_j \); \( \Delta(C_i) \) and \( \Delta(C_j) \) are the intra-cluster distances of clusters \( C_i \) and \( C_j \) respectively; \( c \) is the number of clusters.

Two inter-cluster distance measures and two intra-cluster distance measures are used to evaluate these two indices as outlined in Table 2.

Table 2. Two pairs of inter-cluster and intra-cluster distance measures to be used in Dunn’s and Davies Bouldin Indices.

<table>
<thead>
<tr>
<th>Intercluster distance measure</th>
<th>Centrallink distance measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta(C) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} d(x_i, x_j) )</td>
<td>( \delta(C_k) = \frac{1}{k} \sum_{i=1}^{k} d(x_i, \mu_k) )</td>
</tr>
<tr>
<td>( \delta(C_i, C_j) = \max_{1 \leq k \leq c} \Delta(C_k) )</td>
<td>( \Delta(C_i) = \frac{1}{k} \sum_{x \in C_i} d(x, \mu_k) )</td>
</tr>
</tbody>
</table>

5 Results and Discussion

The Dunns and Davies–Bouldin indices for each of the 24 clustering models (with 2 to 25 clusters respectively) created using each of the two clustering techniques are plotted in Figure 3 and Figure 4 respectively. Comparing the results between the K-means and AHC models, we can see that the AHC models with 16 and 17 clusters have higher Dunn’s indices than any of the K-means models. The K-means models with 13 clusters or more tend have higher Davies–Bouldin indices than the AHC models with the same number of clusters. It is then decided to analyse the AHC model with 19 clusters with a view that manual merging of clusters might be warranted post-analysis.

Table 3 shows the AHC clusters, each with the centroid represented by the average RFM values. Each of the R, F, M values in the data set is divided into 5 quantiles, with labels 1 to 5. Based on the centroid values, each cluster is assigned a 3 digit label which values depend on which range each of its R, F, M values falls in.

Low value in Recency suggests the retailer has recent transactions. Hence, low value in Recency and very high values in both Frequency and Monetary suggest the feature of a retailer with active, successful business. In Table 3, retailers in Clusters 1, 2, 18 (constitute 34.23%
Retailers characterized by very high Recency value with average levels of Frequency and Monetary values are seen in Clusters 3, 4, 7 to 12 and 17. These retailers have been inactive in the EFTPOS network for a long period of time and/or have low level of business activities overall. They constitute 21% of the EFTPOS market for the bank. The bank can see this type of retailers as growth area in their business and background of the retailer. Third, in building classification or causal models to find explanatory rules on the characteristics of each cluster using other attributes in the data set (e.g. the line of business a retailer is in, the business premise, etc.) and in exogenous variables like socio-demographic, advertising, social media data.

The data set used in this preliminary work is just from the first 2 weeks of our EFTPOS data extraction. We have since collected a few months of EFTPOS transaction data which will allow us to conduct more extensive Big Data analysis with more convincing results as a consequence. This will also open up new research avenues into the kinds of suitable big data computing techniques for market segmentation projects involving MapReduce/Hadoop system that we have put in place for this project.
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Abstract

Recently it has been shown that for k-means, Hartigan’s method has better optimization performance than the prevalent Lloyd’s method. Hartigan’s method is a general idea of optimization heuristic. When considering moving a point to another cluster, it measures the exact change to the objective function. In this paper we develop a Hartigan’s method for another important clustering objective: k-modes, which is popularly used for categorical data. The proposed algorithm is as efficient as the Lloyd’s method on k-modes. Moreover, we rigorously prove that Hartigan’s method can further improve some local optima achieved by Lloyd’s method. Empirical evaluation verifies this conclusion. Furthermore, when these two methods are used independently, Hartigan’s method also achieves better optimization performance.

Keywords: Cluster Analysis, K-modes, Lloyd’s method, Hartigan’s method

1 Introduction

Partitioning relocation clustering (Kaufman 2009, Everitt 2011) is an important and popular scheme for cluster analysis, typical example being k-means (Steinley 2006). K-modes (Huang 1998, Chaturvedi 2001) is a similar method as k-means, which is used specifically for categorical data. It defines the cluster center to be the “mode” of the attribute values of all records/objects in the cluster. The goal is also to minimize the sum of distances from objects to the respective modes. Like k-means, k-modes has a clear clustering objective, and it’s efficient to achieve local optima. Since it was proposed, there has been a lot of related research, and has appeared in commercial products (Daylight 2010).

The optimization methods for k-means and k-modes are the same: iteratively assign objects to the nearest center (mean/mode), and update the centers. This method is called Lloyd’s method (Lloyd 1982, MacQueen 1967). For k-means, there is actually a less well known method called Hartigan’s method (Hartigan 1975, 1979). It proceeds one point at a time. For each point, move it to another cluster if the k-means objective is improved. Iteratively scan the data set until no more points can be moved. For Euclidean distance, there is a closed-form expression for deciding whether or not a move is profitable, so that Hartigan’s method is as efficient as Lloyd’s method. Recently it has been shown that for k-means, Hartigan’s method achieves better optimization performance than Lloyd’s method (Telgarsky 2010). Specifically, the data partitions reached by Hartigan’s method are tighter than the Voronoi partitions reached by Lloyd’s method. They also discussed the characteristics of situations where Hartigan’s method can improve on the final partitions of Lloyd’s method. Empirical results support the above statements.

Lately another piece of research (Slonim 2013) further advocates the advantages of Hartigan’s method over Lloyd’s method for k-means. It developed a closed-form expression for any Bregman divergence, which Euclidean distance is an example of. Moreover, some types of problems are provided where Lloyd’s method can not make any improvements while Hartigan’s method can correctly converge.

In this paper, we focus on a similar issue concerning the quality of optimization algorithms, while we change the subject to k-modes. First note that Hartigan’s method is a general idea of optimization heuristic. Unlike k-means, there is no previous research about how to use this idea on k-modes. The first part of our work develops an instantiation of Hartigan’s method on k-modes, which has never been done to the best of our knowledge. The computational complexity of the proposed application of Hartigan’s method on k-modes is as good as Lloyd’s method on k-modes.

Secondly, we rigorously prove that when Lloyd’s method gets stuck at a local optimum, sometimes it can be further optimized by Hartigan’s method. Specifically, we characterize the kind of situations when the improvement is possible, and when it appears more often. We also prove that it’s strictly not possible for Lloyd’s method to improve upon Hartigan’s method.

In the empirical evaluations, both synthetic and real-world data verify the above conclusion. Moreover, an interesting discovery is that Hartigan’s method also outperforms Lloyd’s method when the two methods are used independently. Finally, experiments also show that Hartigan’s method requires less computations than Lloyd’s method when the number of clusters and the number of features are large.
2 Hartigan’s Method For K-modes

2.1 K-modes and Lloyd’s Method

First we briefly present the original k-modes. Suppose we have a data set including \( N \) objects \( X_i \), \( i = [1, N] \). The number of features/attributes is \( D \), and we want \( K \) clusters: \( C_k \), \( k = [1, K] \). The objective function of k-modes is:

\[
F = \sum_{k=1}^{K} \sum_{x \in C_k} d(X_i, M_k)
\]  

In the objective, \( M_k \) is the mode of cluster \( C_k \), \( d(X,Y) \) refers to the distance measure between two categorical objects. In k-modes, it’s the simple matching distance (let \( x_j \) be the \( j \)th feature of \( X \)):

\[
d(X,Y) = \sum_{j=1}^{D} d(x_{j}, y_{j}), \quad d(x_{j}, y_{j}) = \begin{cases} 0; & \text{if } x_j = y_j \\ 1; & \text{otherwise} \end{cases} 
\]  

The mode takes the most frequent value for each attribute, in order to reach minima. For example, if \( \text{red} \) is the most dominant value for the \( \text{Color} \) attribute, the mode takes \( \text{red} \) for this attribute.

Lloyd’s method for k-modes is just like that of k-means: iteratively assign objects to the nearest mode, and update the modes. When no objects are reassigned, the algorithm converges to a local optimum.

2.2 Hartigan’s Method

In this section, we propose Hartigan’s method for k-modes, and show its efficiency. While Hartigan’s method was used for k-means (Hartigan 1975, Torgerson 1952), it has never been used in the past for k-modes.

Hartigan’s method is a greedy heuristic for optimizing clustering objectives. Single data point is relocated to another cluster, if this move improves the objective (in our scenario, the value of the objective function decreases). Proceed until no points can be relocated, and the algorithm reaches to a local optimum.

To formalize: suppose an object \( t \) is under consideration. \( t \) is originally in cluster \( P \). Moving \( t \) to another cluster \( Q \) has the following consequences: cluster \( P \) lost an object, the value of objective function for \( P \) also changes into \( F_{P-t} \); cluster \( Q \) added an object, the objective becomes \( F_{Q+t} \). If this relocation improves the total objective, then:

\[
F_{P-t} + F_{Q+t} < F_P + F_Q
\]

Rewritten as:

\[
\Delta F = (F_{P-t} - F_P) + (F_{Q+t} - F_Q) < 0
\]

Like in the work(Xiang 2013), we call this transfer test. For one object, there can be multiple destination clusters that satisfy the transfer test. Usually, picking the cluster that maximizes \( \Delta F \) gives better overall performance (Tarsitano 2003).

Now we propose a technique to efficiently optimize the objective of k-modes with the basic idea of Hartigan’s method. At the first sight, computing the transfer test requires computing values of the objective function, which is computationally expensive (\( O(N^2) \)). However, it can be carried out quite efficiently by computing only the changes: \( F_{P-t} - F_P, F_{Q+t} - F_Q \).

For every cluster we need to keep a frequency table to record the frequencies of all attribute values. The table is stored in memory, and every entry should be accessed in \( O(1) \). For example, say a cluster has 10 objects, with 2 features \( f_1 \) and \( f_2 \), then the table might be like the one shown in Table 1. Note that the mode is \( (a, x) \) or \( (a, y) \).

Because the objective is summed over different attributes independently, we only need to know how to compute the transfer test at a single attribute. First look at the change at the original cluster: \( F_{P-t} - F_P \).

One possibility is that the value of object \( t \) is different from the value of mode. Say it’s the value \( b \) in attribute \( f_1 \). The departure of \( t \) wouldn’t change the mode, because the mode value is still the most frequent one. \( F_{P-t} \), which is the sum of distances from the remaining objects to the mode, decreases by 1, because we lost one object.

The value of \( t \) can also be the same as the mode value. For example, the value \( a \) in attribute \( f_1 \), and \( x \) in attribute \( f_2 \). This can be further divided into two cases. One case is: if \( a \) departs, the mode doesn’t change. Meanwhile, the objective value stays the same, because the departed object had a distance of 0.

The other case is when duplicated mode exists. In \( f_2 \), \( y \) is a duplicated mode for \( x \). If \( x \) departs, the mode becomes \( y \). The change is computed as follows: before the departure, the mode is \( x \), and \( F = \sum d(y,x) = 4 \); after the departure, the mode is \( y \), \( F = \sum d(y,x) = 3 \). So the result is objective value decreases by 1. Note that we don’t need to check other objects who are neither \( x \) nor \( y \), because their distances to the mode remain to be 1.

A similar analysis can be made for the arriving cluster \( Q \), which we do not provide in detail. The results are summarized in Table 2.

In the above analysis, the changes of modes (or sometimes no change) have also been discussed. After each transfer, the modes need to be updated accordingly. This is a trivial task that can be done in \( O(D) \).

By referring to Table 2, the transfer test can be computed in \( O(D) \). Thus the algorithm has a complexity that is linear to the number of objects, which is a desired quality for partitioning clustering methods. The whole algorithm is as follows:

<table>
<thead>
<tr>
<th>Attributes</th>
<th>( f_1 )</th>
<th>( f_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute Values</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Frequency</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1: A Particular Frequency Table

<table>
<thead>
<tr>
<th>Departure Value</th>
<th>( F_{P-t} - F_P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not-Mode</td>
<td>-1</td>
</tr>
<tr>
<td>Is-Mode</td>
<td>0</td>
</tr>
<tr>
<td>Is-Mode and Exists-Duplicated-Mode</td>
<td>-1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arrival Value</th>
<th>( F_{Q+t} - F_Q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not-Mode</td>
<td>-1</td>
</tr>
<tr>
<td>Not-Mode</td>
<td>0</td>
</tr>
<tr>
<td>Not-Mode and Is-Duplicated-Mode</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Computation of the Transfer Test
1. Initialize a partition (for example, a random one) of the data set.
2. Scan every object of the data set. If there is an object that satisfies the transfer test (computed by referring to Table 2), relocate it to the cluster that has the most decrease of the objective function, i.e. the one with the biggest $\Delta F$. Update the modes and the frequency tables of the two involving clusters.
3. Repeat Step 2 until no objects are relocated in a full cycle scan of the whole data set.

### 3 Advantages of Hartigan’s Method

In k-means, the prevalent optimization method is called Lloyd’s method, which is also used by k-modes. Recently it has been shown that Hartigan’s method is superior than Lloyd’s method on k-means, in that better optima are discovered (Telgarsky 2010). In this section, we rigorously prove a similar result on k-modes.

Lloyd’s method and Hartigan’s method are two different heuristics that would end up with different optima. One question is, can the result of Lloyd’s method be further improved by Hartigan’s method? That is to say, if we use the result of Lloyd’s method as the initial partition for Hartigan’s method, are there any relocations that can be made? Or in the opposite direction, can the result of Hartigan’s method be further improved by Lloyd’s method?

**Theorem 1.** Any optimum achieved by Hartigan’s method, can not be further improved by Lloyd’s method.

**Proof.** Suppose there is an object $t$ that should be relocated according to Lloyd’s method, from cluster $P$ to cluster $Q$. Without losing generality, we assume there is only one attribute. Let the attribute value of $t$ also be $t$, the modes of cluster $P$ and $Q$ be $mp$, $mq$.

According to Lloyd’s method, $d(t, \text{mp}) > d(t, \text{mq})$. To satisfy this, there is only one possible combination: $d(t, \text{mp}) = 1$ and $d(t, \text{mq}) = 0$.

Refer to Table 2, $d(t, \text{mp}) = 1$ corresponds to a Not-Mode departure, with a change of $-1$. $d(t, \text{mq}) = 0$ corresponds to a Is-Mode arrival, with a change of $0$. So the transfer test is satisfied, which means it’s not a final result of Hartigan’s method. The contradiction proves the theorem.

**Theorem 2.** For some optima achieved by Lloyd’s method, they can be further improved by Hartigan’s method. In other words, Hartigan’s method can escape certain local optima which trap Lloyd’s method.

**Proof.** To simplify, we also look at the case when there is only one attribute. In order to satisfy the transfer test, the change of departure has to be $-1$, and the change of arrival has to be $0$. From Table 2, both departure and arrival have two cases being $-1$ and $0$ respectively, thus four combinations:

1. Not-mode -> Is-mode: $(d(t, \text{mp}) = 1) > (d(t, \text{mq}) = 0)$.
2. Not-mode -> Not-mode and Is-Duplicated-Mode: $(d(t, \text{mp}) = 1) = (d(t, \text{mq}) = 1)$.
3. Is-mode and Exists-Duplicated-Mode -> Is-mode: $(d(t, \text{mp}) = 0) = (d(t, \text{mq}) = 0)$.
4. Is-mode and Exists-Duplicated-Mode -> Not-mode and Is-Duplicated-Mode: $(d(t, \text{mp}) = 0) < (d(t, \text{mq}) = 1)$.

We can see that for the first combination, the Lloyd’s method will do the relocation. For the other three combinations, the Lloyd’s method will do nothing and converges, while Hartigan’s method will make the transfer. So if Lloyd’s method ends up with a partition which satisfies any one of the three combinations, Hartigan’s method can proceed, further improving the objective function.

Now let’s see the implications from the two theorems. Firstly, how often is Hartigan’s method helpful when it’s used after Lloyd’s method converges? Sometimes it’s more likely for Lloyd’s method to end up in either one of three cases listed above, thus it’s more often that local optima found by Lloyd’s method are improvable by Hartigan’s method. What are the characteristics of such situations? One common characteristic of the three cases in the proof is that there are duplicated modes in clusters. Duplicated modes often appears in smaller clusters: say we have two attribute values $a$ and $b$, it’s a bigger probability for a cluster of 10 objects ending up splitting $a$ and $b$ (5 objects each), than for a cluster of 1000 objects to make the split. So for a fixed data set, the more clusters we want to find, the more helpful is Hartigan’s method as the number of clusters rise, it’s more likely there are duplicated modes on at least one of the features, thus Hartigan’s method is more helpful for high dimensional data.

Secondly, after a single run of each of the two algorithms, Hartigan’s method is not always better than Lloyd’s method, even if they start with the same initial partition. This is because they take different greedy choices along the way, and usually end up in different parts of the optimization spaces.

Thirdly, although there seems to have no rigorous way to compare the performances of the two methods used independently, Hartigan’s method should perform better on average under certain assumptions. Suppose we first run Lloyd’s method and have a resulting partition $\Pi_1$. Then we run Hartigan’s method, and somewhere in the process, it reaches the same partition $\Pi_1$. Then the final result, say $\Pi_2$, is definitely better than $\Pi_1$. This is the case when Hartigan’s method outperforms Lloyd’s method in a single run. If we make the assumption that in other cases, the two methods are head to head at the quality of local optima, then altogether Hartigan’s method is better. This is validated in empirical evaluations.

### 4 Empirical Results

In this section, our goal is to show that Hartigan’s method does outperform Lloyd’s method. Specifically, applying Hartigan’s method after Lloyd’s method can show improvement of the objective; using two methods independently, Hartigan’s method also achieves better averaged performance. With respect to computational cost, empirical results show that when the numbers of attributes and clusters grow, Hartigan’s method requires less iterations than Lloyd’s method.

When initializing the two methods, generally we can use either random partition or random seeds. Random partition is to assign all objects to random clusters; random seeds is to select $K$ objects to be the initial modes, and assign the remaining objects to nearest modes. In our experiments, we found that the two initialization methods lead to similar performance comparisons of Hartigan’s method and Lloyd’s method. Thus we report only part of the results: for synthetic data, we report results from random parti-
Table 3: Improvement of using Hartigan’s method after Lloyd’s method: synthetic data sets

<table>
<thead>
<tr>
<th></th>
<th>Times</th>
<th>Max</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>K=2</td>
<td>52</td>
<td>41</td>
<td>23.84</td>
<td>23.49</td>
</tr>
<tr>
<td>K=4</td>
<td>124</td>
<td>67</td>
<td>23.96</td>
<td>30.34</td>
</tr>
<tr>
<td>K=6</td>
<td>208</td>
<td>79</td>
<td>21.62</td>
<td>32.2</td>
</tr>
<tr>
<td>K=8</td>
<td>302</td>
<td>102</td>
<td>20.37</td>
<td>38.89</td>
</tr>
<tr>
<td>K=10</td>
<td>514</td>
<td>77</td>
<td>21.03</td>
<td>31.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Times</th>
<th>Max</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>D=10</td>
<td>42</td>
<td>72</td>
<td>25.57</td>
<td>29.07</td>
</tr>
<tr>
<td>D=15</td>
<td>124</td>
<td>67</td>
<td>23.96</td>
<td>30.34</td>
</tr>
<tr>
<td>D=20</td>
<td>196</td>
<td>108</td>
<td>26.17</td>
<td>34.88</td>
</tr>
<tr>
<td>D=25</td>
<td>254</td>
<td>130</td>
<td>27.19</td>
<td>39.95</td>
</tr>
<tr>
<td>D=30</td>
<td>364</td>
<td>132</td>
<td>30.88</td>
<td>44.59</td>
</tr>
</tbody>
</table>

4.1 Using Hartigan’s method After Lloyd’s Method

Here, we run Lloyd’s method first, then on the resulting partition, we run Hartigan’s method. Sometimes Hartigan’s method can not proceed, but when it does proceed, the optima can be further improved.

First look at the results on synthetic data (categorical values are uniformly distributed) in Table 3. We vary the number of clusters $K$, and the number of features $D$, set the invariant parameters to be 1000 objects, 15 features and 4 clusters. On the columns, ”Times” refers to the number of times (in 1000 runs) when Hartigan’s method can proceed on the final results of Lloyd’s method; ”Max” and ”Mean” refers to the maximum and average improvement of the objective function; ”Std” refers to the standard deviation of the local optima achieved by Lloyd’s method.

As we can see, the number of times when Hartigan’s method is helpful increases when $K$ and $D$ increases, until it’s quite significant (almost half of the times when $K=10$). This is consistent with our analysis after Theorem 2. Furthermore, from the comparison of maximum improvement, average improvement and the standard deviation, we can see that the improvements are quite significant, as they are comparable with the standard deviation.

For the real-world data, we picked three commonly used categorical data sets from UCI machine learning repository (Bache 2013): mushroom, soybean and congressional voting records. Except for the soybean data, which has only 35 records, we varied the number of clusters. The results are in Table 4. A similar trend from the synthetic data is found: as $K$ increases, more often Hartigan’s method further improves upon Lloyd’s method. Although the average improvement is less significant than synthetic data (possibly due to attribute value distributions far from uniform), the maximum improvement is still quite large when comparing to the standard deviation.

4.2 Hartigan’s Method and Lloyd’s Method Independently

Here we run Hartigan’s method and Lloyd’s method independently and compare their performances. From the analysis after Theorem 2, we argue that generally Hartigan’s method should outperform Lloyd’s method, because of the part played by Theorem 2. This is verified by our results here.

Figure 1 and 2 are results from synthetic data sets. Again the numbers of clusters and features are varied. The costs (value of objective function) are normalized by the best optima found by Hartigan’s method. So only the minima of Lloyd’s method are pictured. We can see that in all cases, Hartigan’s method found better minimum optima, and better average optima. From the range of the error bars (standard deviation), we can conclude that the advantage is quite significant. Also the advantage grows as $K$ or $D$ increases.

In some extreme cases, e.g. 7 clusters in Figure 1, even the minimum optimum by Lloyd’s method is worse than the averaged optima by Hartigan’s method.

In Table 5, for real-world data, we also listed the normalized costs of the two methods, their respective normalized standard deviations (Std), and the advantage of Hartigan’s method over Lloyd’s method measured by percentage (Per.). Like the results in Section 4.1, the advantage of Hartigan’s method is less significant comparing to synthetic data, but it’s there and it’s more significant when $K$ increases (see the decrease of advantage percentage).

4.3 Computational Cost

As we have shown, the Hartigan’s method we developed for k-modes has the same time complexity with Lloyd’s method for k-modes. However, the number of iterations required until converge is still a factor we are not sure about. Note that the equivalent notion of one iteration for Hartigan’s method is one scan of the data set. Here we test the number of iterations...
Table 5: Comparison of two methods independently used: real-world data sets

<table>
<thead>
<tr>
<th>Data</th>
<th>k</th>
<th>Lloyd</th>
<th>Std</th>
<th>Hartigan</th>
<th>Std</th>
<th>Per.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mush.</td>
<td>2</td>
<td>1.023</td>
<td>0.028</td>
<td>1.021</td>
<td>0.026</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.054</td>
<td>0.055</td>
<td>1.050</td>
<td>0.053</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.058</td>
<td>0.049</td>
<td>1.055</td>
<td>0.047</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.072</td>
<td>0.044</td>
<td>1.067</td>
<td>0.038</td>
<td>0.995</td>
</tr>
<tr>
<td>Soy.</td>
<td>4</td>
<td>1.123</td>
<td>0.117</td>
<td>1.074</td>
<td>0.082</td>
<td>0.986</td>
</tr>
<tr>
<td>Con.</td>
<td>2</td>
<td>1.004</td>
<td>0.039</td>
<td>1.001</td>
<td>0.001</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.060</td>
<td>0.026</td>
<td>1.058</td>
<td>0.024</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.077</td>
<td>0.028</td>
<td>1.070</td>
<td>0.029</td>
<td>0.993</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.088</td>
<td>0.030</td>
<td>1.079</td>
<td>0.030</td>
<td>0.992</td>
</tr>
</tbody>
</table>

From Figure 3 and Figure 4, we can see that Hartigan’s method begins to run less iterations when the number of clusters and features become larger. The crossovers are at 11 clusters and 22 features. The two numbers are relatively small, so we can say that generally Hartigan’s method requires less computational cost.

As of why the number of iterations have this trend, a reasonable explanation is: as the number of clusters and features grow, Hartigan’s method allows more relocations to happen in the early iterations. Since more work is done early on, less overall iterations are needed for Hartigan’s method.

5 Final Remarks

To summarize, we developed an efficient Hartigan’s method for k-modes, and proved that Hartigan’s method can further improve the objective after Lloyd’s method converges. Empirical results supported the conclusions. Independently used, Hartigan’s method also achieves better optimization performance. Overall Hartigan’s method is a better optimization method for k-modes.

Figure 2: Normalized cost of two methods varying the number of features

Figure 3: Iterations required by two methods varying the number of clusters

Figure 4: Iterations required by two methods varying the number of features
Our result is consistent with the k-means literature (Telgarsky 2010, Slonim 2013), that Hartigan’s method has better overall performance over Lloyd’s method. The reason of this consistency is, although k-means and k-modes are two different objective functions, their Hartigan’s methods have the same basic idea. The idea is to relocate objects according to the exact change of objective function. This works better for optimization than the more heuristic Lloyd’s method.

For k-means (Telgarsky 2010, Slonim 2013), online k-means was also discussed as another optimization method, which has indistinguishable performance comparing with Lloyd’s method. The Online method is slightly different in that it consider one point a time and update centers immediately after a relocation. For k-modes, our experiments also show close performances of the two methods, making it a trivial point that we didn’t include.
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Abstract

Recently, the linking of multiple databases to identify common sets of records has gained increasing recognition in application areas such as banking, health, insurance, etc. Often the databases to be linked contain sensitive information, where the owners of the databases do not want to share any details with any other party due to privacy concerns. The linkage of records in different databases without revealing their actual values is an emerging research discipline known as privacy-preserving record linkage. Comparison of records in multiple databases requires significant time and computational resources to produce the resulting matching sets of records. At the same time, preserving the privacy of the data is becoming more problematic with the increase of database sizes.

We propose a novel indexing (blocking) approach for privacy-preserving record linkage between multiple (more than two) parties. Our approach is based on Bloom filters to encode attribute values into bit vectors. The Bloom filters are used to construct a single-bit tree, where the encoded records are arranged into different blocks. The approach requires the parties to only participate in a secure summation protocol to find the best bits to construct the trees in a balanced manner. Leaf nodes of the trees will contain the blocks with encoded records. These blocks can finally be compared using private comparison and classification techniques to determine the similar record sets in different databases. Experiments conducted with datasets of sizes up-to one million records show that our protocol is scalable with both the size of the datasets and the number of parties, while providing better blocking quality and privacy than a phonetic based indexing approach.

Keywords: Multi-party protocol, privacy technologies, scalability, Bloom filter, single-bit tree, secure summation protocol.

1 Introduction

Many organizations, including businesses, government agencies and research organizations, are collecting vast amounts of data that are stored, processed and analyzed for the improvement of their works. These data often contain millions of records. As the size of data is continuously increasing, developing techniques for efficient processing, analyzing and mining has gained much recognition in both academia and industry. Many application domains require information from multiple sources to be integrated and combined in order to improve data quality and to facilitate further analysis of the data. The process of matching records that relate to the same entities from different data sources is known as ‘record linkage’ [Fellegi & Sunter 1969].

In most occasions the linkage of records from multiple sources requires much computational resources for processing. The process becomes even more challenging when the records contain personal information. Organizations commonly do not want their sensitive information to be linked with other data sources due to growing privacy and confidentiality concerns. The research paradigm of finding records in multiple data sources that relate to the same entity without revealing personal information is known as ‘privacy-preserving record linkage’ (PPRL), ‘blind data linkage’ or ‘private record linkage’ [Al-Lawati et al. 2005, Churches & Christen 2004, Karakasis & Verykios 2011, Yakout et al. 2012].

On occasions where unique identifiers for entities are available across all the databases to be linked, a simple database join would be trivial for the purpose of identifying the matching pairs of records. However, in most cases finding such a common identifier in all databases would not be possible. A possibility to overcome this issue is to use quasi-identifiers (QID) such as first name, last name, address details, age, etc. [Hawashin et al. 2011]. This will allow to accurately link records, but it will reveal personal information to other parties involved in the linking process. In order to cope with privacy issues the values in those identifiers need to be somehow encoded.

Bloom filters, which were proposed by [Bloom 1970], have widely been used for encoding of records in record linkage approaches. A Bloom filter is a bit array which can hold 1’s and 0’s according to a bit pattern where initially all bit positions are set to 0’s. Records can be hashed by using hash encoding algorithms to generate bit patterns for the records. These bit patterns can then be included in a Bloom filter by setting the relevant bit positions to 1’s. Several approaches [Lai et al. 2006, Schnell et al. 2009, de Vries et al. 2011, Vatsalan & Christen 2012] have used Bloom filters for matching record sets.
While preserving the privacy of the QID values, which are used for the linking process, one major challenge is to cope with scalability. Many different indexing or blocking approaches have been introduced to compare databases ([Christen 2012]), because the naïve approach of comparing all pairs of records is not feasible when the databases are large. An indexing mechanism reduces the large number of potential comparisons by removing as many record pairs as possible that correspond to non-matches. This decreases the amount of computational efforts required for the comparison of larger databases.

The aim of this paper is to propose a new indexing mechanism for multi-party PPRL that can provide better scalability, blocking quality, and privacy, which are important factors for any practical PPRL application. We introduce a tree based approach which uses a secure summation protocol to generate blocks. The paper also presents an empirical evaluation of the proposed approach with regard to scalability, blocking quality, and privacy.

The remainder of the paper is structured as follows. In the following section, we provide an overview of related work in PPRL. In Section 3 we describe the current problem of indexing with multiple parties. In Section 4 we provide a detailed description of our protocol, and in Section 5 we analyze our protocol with regard to complexity, quality, and privacy. In Section 6 we validate these analyses through an experimental study. Finally we summarize our findings and discuss future research directions in Section 7.

2 Related Work

Recently, a variety of indexing or blocking approaches have been developed for reducing candidate record pairs that need to be compared in record linkage. In the survey by [Christen 2012] a comprehensive review about existing indexing mechanisms is provided. Some of the developed approaches have been adapted for PPRL based on existing indexing techniques, such as standard blocking, mapping based blocking, clustering, sampling, and locality sensitive hash functions. In our research we mainly focus on developing a blocking mechanism that is scalable to large datasets as well as with the number of parties while providing blocking quality and privacy, which are the trade-offs of any indexing step in PPRL.

A protocol proposed by [Song et al. 2000] tried to address the problem of approximate matching by calculating enciphered permutations for private approximate record matching. Their suggested approach becomes impractical since predicting all possible permutations is impossible in real-world applications. A two-party protocol, which does not require a trusted third party to perform the linking as in three-party protocols, is suggested by [Atallah et al. 2003]. This approach allows the parties to compute the edit distance between strings without exchanging these strings, but this protocol is impractical due to the large amount of necessary communication required to compute the distances. [Buchal et al. 2004] introduced a secure set intersection protocol for PPRL that requires extensive computations, which makes the protocol impractical for large datasets.

A blindfolded multi-party approach was suggested by [Churches & Christen 2004], which uses q-gram hash digests to achieve approximate private linkage. Their approach is computationally costly, because of the generation of power sets of the q-grams of record values. [Al-Lawati et al. 2005] introduced three blocking mechanisms for three-party protocols which require a trusted third party to perform the linkage. Their work used hash signatures for comparison of records. Their methods provide a trade-off between privacy and computational and communication cost. Another three-party protocol to provide privacy for both data and schema matching without revealing any information was presented by [Scannapieco et al. 2007]. It uses a greedy heuristic re-sampling method for arranging records into blocks. However, their experimental results indicate that the linking quality is affected by the re-sampling method. [Jain et al. 2010] suggested an approach based on anonymization using a cryptography technique to solve the PPRL problem. Their blocking step used value generalization hierarchies and secure multi-party computation (SMC) based matching ([Yao 1986]) by using a cryptographic technique, which is computationally expensive to perform.

Bloom filters are used commonly in the PPRL context, due to their capability for computing similarities. Various approaches have been suggested for similarity calculation in PPRL by using Bloom filters ([Lai et al. 2006] [Schnell et al. 2009] [Durham 2012] [Vatsalan & Christen 2012] [Bachteler et al. 2013]). A multi-party approach was proposed by [Lai et al. 2006] that uses Bloom filters to find similarities in PPRL. They introduced a novel tree data structure. The tree reduced the amount of computational efforts required for the comparison calculations and computationally scaled linearly when the size of the datasets was increasing. In the following section, we provide an overview of recent developments in the area of Bloom filters.

Bloom filters are used commonly in the PPRL context, due to their capability for computing similarities. Various approaches have been suggested for similarity calculation in PPRL by using Bloom filters ([Lai et al. 2006] [Schnell et al. 2009] [Durham 2012] [Vatsalan & Christen 2012] [Bachteler et al. 2013]). A multi-party approach was proposed by [Lai et al. 2006] that uses Bloom filters to find similarities in PPRL. They introduced a novel tree data structure. The tree reduced the amount of computational efforts required for the comparison calculations and computationally scaled linearly when the size of the datasets was increasing.

Recently, a variety of indexing or blocking approaches have been developed for reducing candidate record pairs that need to be compared in record linkage. In the survey by [Christen 2012] a comprehensive review about existing indexing mechanisms is provided. Some of the developed approaches have been adapted for PPRL based on existing indexing techniques, such as standard blocking, mapping based blocking, clustering, sampling, and locality sensitive hash functions. In our research we mainly focus on developing a blocking mechanism that is scalable to large datasets as well as with the number of parties while providing blocking quality and privacy, which are the trade-offs of any indexing step in PPRL.

A protocol proposed by [Song et al. 2000] tried to address the problem of approximate matching by calculating enciphered permutations for private approximate record matching. Their suggested approach becomes impractical since predicting all possible permutations is impossible in real-world applications. A two-party protocol, which does not require a trusted third party to perform the linking as in three-party protocols, is suggested by [Atallah et al. 2003]. This approach allows the parties to compute the edit distance between strings without exchanging these strings, but this protocol is impractical due to the large amount of necessary communication required to compute the distances. [Buchal et al. 2004] introduced a secure set intersection protocol for PPRL that requires extensive computations, which makes the protocol impractical for large datasets.

A blindfolded multi-party approach was suggested by [Churches & Christen 2004], which uses q-gram hash digests to achieve approximate private linkage. Their approach is computationally costly, because of the generation of power sets of the q-grams of record values. [Al-Lawati et al. 2005] introduced three blocking mechanisms for three-party protocols which require a trusted third party to perform the linkage. Their work used hash signatures for comparison of records. Their methods provide a trade-off between privacy and computational and communication cost. Another three-party protocol to provide privacy for both data and schema matching without revealing any information was presented by [Scannapieco et al. 2007]. It uses a greedy heuristic re-sampling method for arranging records into blocks. However, their experimental results indicate that the linking quality is affected by the re-sampling method. [Jain et al. 2010] suggested an approach based on anonymization using a cryptography technique to solve the PPRL problem. Their blocking step used value generalization hierarchies and secure multi-party computation (SMC) based matching ([Yao 1986]) by using a cryptographic technique, which is computationally expensive to perform.

Bloom filters are used commonly in the PPRL context, due to their capability for computing similarities. Various approaches have been suggested for similarity calculation in PPRL by using Bloom filters ([Lai et al. 2006] [Schnell et al. 2009] [Durham 2012] [Vatsalan & Christen 2012] [Bachteler et al. 2013]). A multi-party approach was proposed by [Lai et al. 2006] that uses Bloom filters to find similarities in PPRL. They introduced a novel tree data structure. The tree reduced the amount of computational efforts required for the comparison calculations and computationally scaled linearly when the size of the datasets was increasing. In the following section, we provide an overview of recent developments in the area of Bloom filters.
The concept of multi-bit trees was further extended by Bachteler et al. (2013) as a new blocking method for record linkage. In their approach they used Bloom filters to hold the data. The string values in the attributes are first converted into sets of grams, which are then mapped into a Bloom filter using a double hashing mechanism. The generated Bloom filters are then partitioned into separate bins according to the number of bits set to 1. All the Bloom filters in each bin are stored in a multi-bit data structure. A given Bloom filter will be queried against all Bloom filters that are stored in the multi-bit tree and at each node the similarity is calculated to find matches. According to the experiments conducted it was noted that the proposed blocking approach is performing better than existing blocking methods such as standard blocking, canopy clustering and sorted neighborhood approaches, while scaling linearly in terms of total running time for construction and querying of a multi-bit tree.

3 Problem Statement

As mentioned in Section 1, generating the candidate record sets for multiple databases becomes computationally expensive when the number of parties is increasing. In such situations, methods or techniques to reduce the comparison space are needed. In the record linkage process these methods are referred to as blocking or indexing methods (Christen 2012). Such methods identify reduced sets of candidate records for comparison and classification, while removing as many of the true non-candidate records for comparison and classification, (1970) for checking element membership in any given set (Broder & Mitzenmacher 2004). A Bloom filter is a bit vector of length \( m \), where initially all the bits are set to 0. In order to map an element into the domain between 0 and \( m-1 \) of the Bloom filter, \( k \) independent hash functions \( h_1, h_2, \ldots, h_k \) are used. Furthermore, to store \( n \) elements of the set \( S = \{s_1, s_2, \ldots, s_n\} \) into the Bloom filter, each element \( s_i \in S \) is encoded using the \( k \) hash functions and all bits having index positions \( h_j(s_i) \) for \( 1 \leq j \leq k \) are set to 1.

![Image](https://example.com/image.png)

Table 1: Number of candidate record sets generated with multiple parties for different sizes of datasets and blocks.

<table>
<thead>
<tr>
<th>Data set / Block size</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000 / 10</td>
<td>10⁸</td>
<td>10⁹</td>
<td>10¹⁰</td>
<td>10¹¹</td>
</tr>
<tr>
<td>10,000 / 100</td>
<td>10⁵</td>
<td>10⁶</td>
<td>10⁷</td>
<td>10⁸</td>
</tr>
<tr>
<td>10,000 / 1,000</td>
<td>10³</td>
<td>10⁴</td>
<td>10⁵</td>
<td>10⁶</td>
</tr>
<tr>
<td>100,000 / 10</td>
<td>10⁴</td>
<td>10⁵</td>
<td>10⁶</td>
<td>10⁷</td>
</tr>
<tr>
<td>100,000 / 100</td>
<td>10²</td>
<td>10³</td>
<td>10⁴</td>
<td>10⁵</td>
</tr>
<tr>
<td>100,000 / 1,000</td>
<td>10¹</td>
<td>10²</td>
<td>10³</td>
<td>10⁴</td>
</tr>
<tr>
<td>1,000,000 / 10</td>
<td>10⁰</td>
<td>10¹</td>
<td>10²</td>
<td>10³</td>
</tr>
<tr>
<td>1,000,000 / 100</td>
<td>10⁰</td>
<td>10¹</td>
<td>10²</td>
<td>10³</td>
</tr>
<tr>
<td>1,000,000 / 1,000</td>
<td>10⁰</td>
<td>10¹</td>
<td>10²</td>
<td>10³</td>
</tr>
</tbody>
</table>

In this section we provide details on how the proposed indexing mechanism works. We highlight how attribute values are encoded into Bloom filters and how they are used to construct the tree data structure to hold the blocks. First we will explain the details of the building blocks that are needed for the construction of the index.

4 Tree Based Scalable Indexing for PPRL

4.1 Building Blocks

4.1.1 Bloom Filters

Bloom filters are data structures proposed by Bloom (1970) for checking element membership in any given set (Broder & Mitzenmacher 2004). A Bloom filter is a bit vector of length \( m \), where initially all the bits are set to 0. In order to map an element into the domain between 0 and \( m-1 \) of the Bloom filter, \( k \) independent hash functions \( h_1, h_2, \ldots, h_k \) are used. Furthermore, to store \( n \) elements of the set \( S = \{s_1, s_2, \ldots, s_n\} \) into the Bloom filter, each element \( s_i \in S \) is encoded using the \( k \) hash functions and all bits having index positions \( h_j(s_i) \) for \( 1 \leq j \leq k \) are set to 1.

4.1.2 Q-grams

A q-gram (also known as n-gram) is a character sub-string of length \( q \) in a string (Christen 2012). Often string values are prefixed and suffixed, which is also known as padding, with a special character of length \( q-1 \) before they are converted into q-grams (Bachteler et al. 2013). This padding character helps to emphasize the first and last characters of a string. A q-gram of length 2 is known as a bigram or digram and a q-gram of length 3 is known as a trigram. A string \( s \) of length \( c \) contains \( \frac{c(c-1)}{2} \) q-grams (Christen 2012). For an example, the string “THIILINA” can be padded with character ‘’ and the resulting bigram (\( q = 2 \)) set is \{TH, TI, II, LI, I, A, A\}.

In our approach we used q-gram sets of the QIDs to convert these QIDs into Bloom filters. First, the selected QID values of a given record are converted into a q-gram set. Then each q-gram set is stored in a Bloom filter by using k hash functions. Each q-gram is repeated for all records in the dataset. Figure 1 illustrates the transformation of a record’s QID value into a Bloom filter.

4.1.3 Optimal Parameter Settings for Bloom Filters

A crucial aspect that affects all three challenges (quality, scalability and privacy) of PPRL approaches that are based on Bloom filters is the parameter settings used to generate the Bloom filters. In this section we describe our choice of parameters, which follows
leading to a false positive rate of

\[ r = \left( \frac{1}{2^{\ln(2)}} \right)^{m/n} \]  

We can calculate the value for \( n \) by analyzing the content of a dataset to be used for a PPRL project by calculating the average number of q-grams that are generated from a record (i.e. we convert attribute content of a dataset to be used for a PPRL project earlier Bloom filter based PPRL approaches (Schnell et al. 2009, Durham 2012, Durham et al. 2013, Vatsalan & Christen 2012). For a given Bloom filter length, \( m \), and number of elements (e.g. q-grams) to be inserted into the Bloom filter, \( n \), the optimal number of hash functions, \( k \), that minimizes the false positive rate, \( r \), can be calculated as (Mitzenmacher & Upfal 2005)

\[ k = \frac{m}{n} \ln(2), \]  

leading to a false positive rate of

\[ r = \left( \frac{1}{2^{\ln(2)}} \right)^{m/n} \]

It was proven (Mitzenmacher & Upfal 2005) that a Bloom filter should ideally have half its bits set to 1 (i.e. 50% filled) to achieve the lowest possible false positive probability for given values of \( n \), \( m \) and \( k \). Equations 1 and 2 in fact lead to a probability that a bit in a Bloom filter is set to 1 as \( p = e^{-kn/m} = 0.5 \) (Mitzenmacher & Upfal 2005). For PPRL this is important, because the bit patterns and their frequencies in a set of Bloom filters can be exploited by a cryptanalysis attack (Kuzu et al. 2013). Such an attack exploits the fact that Bloom filters that are almost empty can provide information about rare q-grams and thus rare attribute values.

In our experimental evaluation we will set the Bloom filter parameters for our approach according to the discussion presented here and following earlier Bloom filter work in PPRL (Schnell et al. 2009).

**4.1.4 Single-bit Tree Data Structure**

A single-bit tree is a binary tree data structure that can be used to store information of a set of bit vectors (Kristensen et al. 2010). The construction of the tree starts from the root node, where all bit vectors are assigned to this node. At each node in the tree a position in the bit vectors is chosen to best split all the children of the node into two parts of equal size, which in turn will keep the tree as balanced as possible. All bit vectors with a 0 at that position are stored in the left subtree while all bit vectors with a 1 are stored in the right subtree. This division is continued recursively until all the bit vectors in a given node are the same, or all the bit positions have been used for the construction. Figure 2 shows an example of a single-bit tree.

It is not directly apparent how best to choose which bit position to split the data on at a given node when building the tree data structure. The selection of the best splitting bit position requires information about all the bit vectors held by a given node. This requires to view all the child bit vectors in a given node and select a bit position which contains 0 in half of the children and 1 in the other half.

The continuation of the recursive division is based on the bit vectors available in a given node and bit positions used in each parent node. Other than these two factors, in our protocol we provide a parametric solution to control this recursive division. The construction of the single bit tree data structure is described in more detail in Section 4.2.2.

**4.1.5 Secure Summation Protocol**

The secure summation protocol is a method used in secure multi-party computation, which has been used in several record linkage approaches (Clifton et al. 2002, Rashid et al. 2009). Secure multi-party computation was first introduced by Yao (1986) with the idea of performing computations securely such that at the end of the computation no party knows anything except its own input and the final results of the computed function (O’Keefe et al. 2004, Lindell & Pinkas 2009, Cheng et al. 2010). The secure summation protocol allows multiple cooperating parties to compute a sum over their individual data without revealing their data to the other parties.

The idea behind the secure summation protocol can be described as follows (Clifton et al. 2002, Karr et al. 2004). Protocol 1 shows the steps involved.

Assume there are \( P \) parties with each one having a secret input \( a_i \), where \( 1 \leq i \leq P \). The parties want to compute the summation of these inputs. Initially party \( P_1 \) chooses a large random number \( r \) and then
4.2 Blocking Approach

The previous sections provided details about the building blocks, which are needed for the construction of the blocking mechanism, and here we will elaborate in detail how the single-bit trees can be used as a blocking mechanism in the multi-party PPRL context. The construction of the index for a dataset of an individual party contains two main phases.

1. Generate Bloom filters for the records in the dataset.

2. Construct the single-bit tree by using the generated Bloom filters. This phase can be further extended into three sub-phases, which are:
   (a) Perform secure summation to find the best splitting bit position.
   (b) Split the set of Bloom filters.
   (c) Generate the child nodes of the tree.

Each party needs to follow these phases to construct the single-bit tree for their own dataset. The overall indexing protocol, which includes all these phases mentioned above, is outlined in Protocol 2.

4.2.1 Generation of the Bloom Filters

Before the construction of the trees, the set of records needs to be encoded into Bloom filters as given in line 1 in Protocol 2. All parties need to agree upon a bit array length $m$ (length of the Bloom filter); the length (in characters) of grams $q$, the $k$ hash functions, and a set of attributes (blocking key attributes) that are used to link the records. As per step 1 in Protocol 2, each party needs to iterate over its dataset and each record needs to be encoded. Based on the optimal parameter settings calculated as described in Section 4.1.1.3, the blocking key values in a record are encoded into the Bloom filter using $k$ hash functions. This encoding will be performed for all records in the dataset. Each party needs to generate the set of Bloom filters from their own dataset before proceeding to construct their tree.

4.2.2 Construction of the Trees

In the second phase of the protocol, each party can construct their single-bit tree by using the generated Bloom filters from their dataset. The construction of a tree for an individual party is described based on the lines of Protocol 2.

Before starting the construction process all the parties need to agree upon the two parameters of minimum bucket size ($s_{min}$) and maximum bucket size ($s_{max}$). These parameters specify the minimum and maximum number of records that need to be included in a block (bucket), respectively. The use of these parameters is elaborated in the relevant phases of the protocol below. Figures 3 to 7 illustrate the steps of Protocol 2 with an example for three parties.
Figure 3: Bloom filter generation and calculation of 0/1 bit ratios and absolute differences from 50% filled (Phase 2 in Protocol 2).

Random vector \( (R) = \begin{bmatrix} 10 & 5 & 12 & 13 & 6 \end{bmatrix} \rightarrow \begin{bmatrix} 10.25 & 5.25 & 12.0 & 13.125 & 6.25 \end{bmatrix} \rightarrow \begin{bmatrix} 10.375 & 5.625 & 12.125 & 13.375 & 6.75 \end{bmatrix} \)

Secure sums: \( [0.375, 0.625, 0.125, 0.375, 0.75] \)

Final absolute differences from 50% filled: \( [0.125, 0.208, 0.042, 0.125, 0.25] \)

Figure 4: Secure summation of absolute differences and selecting best bit for splitting (Phase 2.a in Protocol 2).

Random vector \( (R) = \begin{bmatrix} 12 & 4 & -15 & 11 \end{bmatrix} \rightarrow \begin{bmatrix} 12.167 & 4.417 & -15.25 & 11.25 \end{bmatrix} \rightarrow \begin{bmatrix} 12.35 & 8.55 & -7.1 & 14.8 \end{bmatrix} \)

Secure sums: \( [0.167, 0.667, -0.667, 0.667] \)

Final differences from 50% filled: \( [0.056, 0.222, -0.033, 0.267] \)

Figure 5: Calculation of absolute differences and secure summation on sub-sets where bit 3 is 0 (Next iteration of Phase 2.a in Protocol 2).

Random vector \( (R) = \begin{bmatrix} 16 & 8 & 7 & 14 \end{bmatrix} \rightarrow \begin{bmatrix} 16.8 & 8.55 & -7.1 & 14.8 \end{bmatrix} \rightarrow \begin{bmatrix} 16.35 & 8.55 & -7.1 & 14.8 \end{bmatrix} \)

Secure sums: \( [0.6, 0.55, -0.1, 0.8] \)

Final differences from 50% filled: \( [0.2, 0.183, -0.033, 0.267] \)

Figure 6: Calculation of absolute differences and secure summation on sub-sets where bit 3 is 1 (Next iteration of Phase 2.a in Protocol 2).
• **Phase 2.a**: Find best bit position for splitting
  At each iteration the node that is available at the front of the queue is processed. By processing the data available in this node, each party needs to generate a vector of length $m$ that contains the values of ratios between the number of 0’s and 1’s for each bit position in the Bloom filters, as is calculated using Equation 3:
  $$f_{ij} = \text{abs}(0.5 - \frac{a_{ij}}{T}),$$  
  \hspace{1cm} (3)

  where $f_{ij}$ is the ratio value of bit position $i$ of party $P_j$, $a_{ij}$ is the number of 1’s in position $i$, and $l$ is the number of Bloom filters processed in a given node.

  The bit positions that are having a value of 1 in half of the Bloom filters are given the lowest ratio value of 0, and the bit positions that are having 1’s or 0’s in all the Bloom filters are given the highest ratio value of 0.5. This processing is shown in lines 6 and 7 in Protocol 2.

  Once all parties have computed the ratio vectors of the bit positions locally based on their individual node data, a common bit position needs to be selected as the best bit for splitting the set of Bloom filters for the child nodes in the next level. For computing this global bit position, we extend Protocol 1 to securely compute the summation of these vectors of ratios, where each party $P_j$ has as private input a vector $f_j$ of length $m$, and the random value $r$ in Protocol 1 is extended to a random number vector of the same length as the ratio vector. Once the secure summation step (line 7 in Protocol 2) is finished the globally summed ratio vector is used to find the best splitting bit position:

  $$i_{\text{best}} = \text{argmin}\{i : \frac{P}{2} - \sum_{j=1}^{P} f_{ij}\}$$  
  \hspace{1cm} (4)

  Once each party receives the globally summed ratio vector, the best splitting bit position ($i_{\text{best}}$) is selected to divide the data which are available in the current node, as shown in line 8 of Protocol 2. This best splitting bit position is selected by ranking the globally summed ratio vector according to the summed values, where the bit position with the lowest sum gets the highest rank as shown in Equation 4.

• **Phase 2.b**: Split the set of Bloom filters
  The selected global best bit position is used to split all the Bloom filters of the current node into two portions. All the Bloom filters that contain a 0 in the best bit position are assigned to the left portion of the list and all others are assigned to the right portion. These portions are assigned to two new tree nodes, which are to be processed in the next iterations.

• **Phase 2.c**: Generate the child nodes
  According to the selected best bit position, these two portions may contain an uneven number of Bloom filters, i.e., one portion contains a smaller number of records. The disadvantage of such a division is that sensitive information can be revealed about the blocks that are having a smaller number of records, where an adversary can potentially re-identify individual records (Sweeney 2002). As a solution we propose the minimum block size ($s_{\text{min}}$) to guarantee that every block in the tree structure contains at least $s_{\text{min}}$ records. After splitting, if any of the portions in the resulting lists contain less than $s_{\text{min}}$ records, then these portions will not be assigned to any block in the given node. Instead the two portions are merged and the resulting list is included as a relevant block in the parent of the current node (line 10 in Protocol 2). All parties need to merge the two portions for the current iteration, which is informed by using the secure summation protocol as explained in Phase 2.a.

  If these portions contain a number of records greater than $s_{\text{min}}$, then these newly created nodes are assigned as child nodes to the current node, i.e., the node with the left portion becomes the left child of the current node and the other becomes the right child respectively (lines 11 and 12 in Protocol 2).

  One important consideration in the tree construction phase is to have control over the number of blocks created in the tree. We provide a parameter maximum block size ($s_{\text{max}}$) for this purpose. This allows the user to control the maximum number of records that can be contained in a block, which indirectly controls the number of iterations that occur when creating subtrees. After splitting the current node data, each portion is checked against the value of $s_{\text{max}}$. If any of the two portions contains less than $s_{\text{max}}$ records, then a new block (bucket) is created to hold the relevant portion and is assigned to the current node. If the number of records is greater than $s_{\text{max}}$, then these two child nodes are added to the queue for future splitting (lines 13 to 16 in Protocol 2). Therefore the continuation of iterations is decided based on the number of blocks that are generated.
5 Analysis of the Protocol

In this section we analyze our protocol in terms of complexity, privacy, and quality of blocking.

5.1 Complexity

In this section we analyze the computational and communication complexities of our blocking protocol in terms of a single party. Let us assume there are $N$ records in the dataset with each having an average of $n$ q-grams. In the Bloom filter generation all the records are encoded using $k$ hash functions. This encoding process is applied to all the records in a linear manner. Therefore the Bloom filter generation for a single party is of $O(k \cdot n \cdot N)$.

In the second phase of the protocol the single-bit tree construction starts once the records are encoded into $N$ Bloom filters. In our protocol the parameter $s_{max}$ is used to control the number of blocks, which indirectly controls the number of levels generated in the tree data structure. If $s_{max}$ is equal to $N$, then the number of levels in the tree becomes $1$ (all the records are assigned to the root node), while if $s_{max}$ is equal to $N/2$ then the tree will have two levels (root node with two child nodes), and so on. When $s_{max}$ is equal to $1$ the single-bit tree is constructed with $log_2(N)$ levels. Therefore the number of levels in a single-bit tree can be calculated as $log_2(N/s_{max})$. At each level of the tree a total of $N$ records are processed, where all child nodes in a given level hold a total of $N$ records. Therefore the insertion of $N$ Bloom filters into a single-bit tree requires a computational complexity of $O(N \cdot log_2(N/s_{max}))$.

In our protocol, the parties only need to communicate with each other in order to perform the secure summation protocol to find the best bit for splitting the data of the nodes, and to check if block sizes are less than $s_{min}$. This requires communication in the creation of each node. By assuming each party directly connects to other parties, the distribution of the final sum to $P$ parties requires $P$ messages for each node in the tree data structure, each of size $m$ where $m$ is the length of a Bloom filter. Therefore the entire protocol has a communication complexity of $O(m \cdot P \cdot 2^N/s_{max})$ for $P$ parties. The computation of the secure summation protocol requires each party to process the data of the node in a given iteration, which needs a set of Bloom filters to be scanned for each bit position to get a count of the number of 1’s. Therefore line 8 of our protocol has a computational complexity of $O(m \cdot N)$ for each level in the tree.

5.2 Privacy

In our protocol we assume each party follows the honest-but-curious (semi-honest) adversary model [Al-Lawati et al. 2005, Scannapieco et al. 2007], where each party follows the steps of the protocol while trying to find as much as possible about the data from the other parties. Privacy is a main factor that needs to be considered to evaluate the amount of information a party can learn from the data from the other parties when they communicate during the protocol. In our protocol, the parties communicate with each other to compute the global best bit position for splitting. For the exchange of ratio values of the Bloom filters our protocol uses a secure summation protocol.

During the secure summation, each party sums their ratio vector with the partial resulting vector sent by the previous party, but will not be able to learn any information about the ratio values of the previous party since the random vector is only known to the party that initiated the protocol. Once the initiated party received the final partial sum vector, he subtracts the random vector from the summed values, but is not capable of deducing anything about the other parties’ ratio vector values. At the end of our blocking protocol, the set of blocks are generated and private linkage can be conducted on each respective block by using a private matching and classification technique [Atallah et al. 2003, Ravikumar et al. 2004, Vatsalan & Christen 2012, Durham et al. 2013], which should not reveal any information regarding the sensitive attributes and non-matches.

Our protocol performs a generalization strategy on the blocks that makes the re-identification from the perturbed data not possible [Sweeney 2002]. The parameter minimum block size ($s_{min}$) is used to guarantee that every block in the tree structure contains at least $s_{min}$ records. This ensures all blocks that are generated have the same minimum number of records, which makes a dictionary attack, where an adversary hash-encodes values from a large publicly available dataset using existing hash encoding functions, or a frequency attack, much more difficult [Vatsalan et al. 2013a].

5.3 Quality

The quality of our protocol is analyzed in terms of effectiveness, which requires all similar records to be grouped into the same block, and efficiency, which requires the number of candidate record sets generated to be as small as possible while including all true matching record sets [Vatsalan et al. 2013b]. By assuming each block contains $s_{max}$ records and there are $b$ blocks in each tree for $P$ parties, the number of candidate record sets generated by our approach is $(s_{max}^P b)$. The parameter $s_{max}$ decides the number of child nodes that are created in the single-bit tree, which in turn controls the number of blocks generated. If the value of $s_{max}$ is large, the number of blocks generated is reduced by the protocol, while a smaller $s_{max}$ value provides a single-bit tree with more blocks. An optimal value for $s_{max}$ needs to be set by considering factors such as the dataset size and the number of parties, such that both effectiveness and efficiency are achieved while guaranteeing sufficient privacy as well.

6 Experimental Evaluation and Discussion

We evaluated our protocol by performing experiments using a large real world database. In the following sub-sections we provide details on the datasets that we used for our experiments, implementation details of the proposed indexing protocol, and the evaluation measures used in the experiments.

6.1 Datasets

To provide a realistic evaluation of our approach, we based all our experiments on a large real-world database, the North Carolina Voter Registration (NCVR) database as available from ftp://alt.ncsbe.gov/data. This database has been used for the evaluation of various other PPRL approaches [Vatsalan et al. 2013a, Durham et al. 2013]. We have downloaded this database every second month since October 2011 and built a combined temporal dataset that contains over 8 million records of voter’s names and addresses.
We are not aware of any available real-world dataset that contains records from more than two parties that would allow us to evaluate our multiparty approach. We therefore created, based on the real NCVR database, a series of sub-sets as described next.

To allow the evaluation of our approach on different number of parties, with different dataset sizes, and with data of different quality, we used and modified a recently proposed data corruptor (Christen & Vatsalan [2013]) to generate various datasets with different characteristics based on randomly selecting records from the NCVR database. During the corruption process we keep the identifiers of the selected and modified records, which allows us to identify true and false matches and therefore calculate various blocking quality and complexity measures as will be discussed in Section 6.3.

Specifically, we selected sub-sets from the full NCVR database for 3, 5, 7 and 10 parties, that contain 5,000, 10,000, 50,000, 100,000, 500,000 and 1,000,000 records, respectively. In each of these subsets, 50% of records were matches, i.e. half of all records occur in the sub-sets of all parties. We then applied various corruption functions on different numbers (ranging from 1 to 3) of randomly selected attribute values which allows us to investigate how our approach can handle ‘dirty’ data. We applied various corruption functions, including character edit operations (insertions, deletions, substitutions, and transpositions), and optical character recognition and phonetic modifications based on look-up tables and corruption rules (Christen & Vatsalan [2013]).

We also created groups of datasets where we included a varying number of corrupted records into the sets of overlapping records (ranging from 0% to 100% corruption, in 20% steps). This means that a certain percentage of records in the overlap were modified for randomly selected parties. Therefore, some of these records are exact duplicates across some parties in a group, but only approximately matching duplicates across the other parties in the group. This simulates for example the situation where three out of five hospitals have the correct and complete contact details (like name and address) of a certain patient, while in the fourth and fifth hospitals some of the details of the same patient are different.

From the created datasets we extracted four attributes commonly used for record linkage: Given name, Surname, Suburb (town) name, and Postcode. These four attributes were used for generating the Bloom filters for the experiments. In our experiments we set the Bloom filter parameters as \( m = 1000 \) bits, \( k = 30 \), and \( q = 2 \) by following earlier Bloom filter based work in PPRL (Schnell et al. 2009).

### 6.2 Implementation

We implemented a prototype to evaluate the performance of our protocol using the Python programming language (version 2.7.3). We implemented prototypes for single-bit tree construction with a recursive approach and a loop iteration approach. The run time was measured for both of these approaches on different datasets of various sizes. The results showed that the tree construction using the iterative approach runs faster than the recursive approach. So we based all the experiments using the single-bit tree construction on the iterative approach. All the experiments were run on a server with 64-bit Intel Xeon (2.4 GHz) CPU, with 128 GBytes of main memory and running Ubuntu 12.04. The programs and test datasets are available from the authors.

We performed a comparison with a phonetic based blocking approach as a baseline to measure the level of privacy provided by our indexing approach. In the phonetic blocking we used Soundex (Christen [2012]) as encoding function for the Given name, Surname and Suburb attributes, while for the Postcode attribute the first three digits of a Postcode value are used as the blocking key.

### 6.3 Evaluation Measures

We evaluated our protocol in terms of complexity, blocking quality, and privacy for different sizes of the dataset, different number of parties, and different block sizes. We measured the runtime for generating Bloom filters and for the single-bit tree construction to evaluate the time complexity of blocking. The reduction ratio (RR) and pairs completeness (PC) are used to evaluate the blocking quality, which are standard measures to assess the efficiency and the effectiveness of blocking (Christen [2012]), respectively. The RR and PC are calculated as Equations 5 and 6:

\[
RR = 1 - \frac{BLCS}{TRS} \tag{5}
\]

\[
PC = \frac{BLTM}{T_TM} \tag{6}
\]

where \(BLCS\) is the number of candidate record sets generated by blocking, \(BLTM\) is the number of true matching candidate record sets generated by blocking, \(T_TM\) is the number of total true matching record sets in the datasets, and \(T_RS\) is the total number of record sets.

According to Vatsalan et al. [2014], a standard and normalized measure to quantify privacy based on simulated attacks (Kuzu et al. [2013]) has so far not been studied. Vatsalan et al. [2013a] introduced a set of disclosure risk (DR) measures that can be used to evaluate and compare different private blocking and PPRL solutions. To evaluate the privacy of our protocol we use the measure \(P_s\) (probability of suspicion), which is defined for a value in an encoded dataset as \(1/n_g\), where \(n_g\) is the number of values in a global dataset (\(G\)) that match with the corresponding value in an encoded (protected) dataset \(D\).

This measure of \(P_s\) is normalized between 0 and 1, where 1 indicates that the value in \(D\) can be exactly re-identified with a value in \(G\) based on one-to-one matching, and 0 means a value in \(D\) could correspond to any value in \(G\) and therefore it cannot be re-identified. Based on the normalized \(P_s\) values for each value in \(D\), the maximum disclosure risk and the mean disclosure risk (Mean) of \(D\) can be calculated as the maximum value of \(P_s\) (\(\text{max}(Ps)\)) of any value in \(D\), and as the average risk (\(\sum(Ps)/|D|\)) by considering the distribution of \(P_s\) of all values in \(D\), respectively.

<table>
<thead>
<tr>
<th>Data set</th>
<th>BF Construction</th>
<th>Tree construction</th>
</tr>
</thead>
<tbody>
<tr>
<td>5,000</td>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td>10,000</td>
<td>35</td>
<td>41</td>
</tr>
<tr>
<td>50,000</td>
<td>122</td>
<td>117</td>
</tr>
<tr>
<td>100,000</td>
<td>340</td>
<td>320</td>
</tr>
<tr>
<td>500,000</td>
<td>970</td>
<td>987</td>
</tr>
<tr>
<td>1,000,000</td>
<td>1,920</td>
<td>1,958</td>
</tr>
</tbody>
</table>
Figure 8: (a) Average time for tree construction and Bloom filter generation, (b) Reduction ratio (RR) with dataset size, and (c) RR with different block sizes.

Figure 9: Pair completeness (PC) with dataset sizes for (a) 0% corruption, (b) 20% corruption, and (c) 40% corruption.

Figure 10: Pair completeness (PC) with different block sizes for (a) 0% corruption, (b) 20% corruption, and (c) 40% corruption.

Figure 11: Probability of suspicion ($P_s$) in the 500K dataset with (a) phonetic indexing, (b) single-bit tree with 1% block size, and (c) single-bit tree with 5% block size.

6.4 Discussion

Figure 8 shows the scalability of our approach in terms of the average time required for generating Bloom filters and the single-bit tree construction time for a single party, and the reduction ratio with different sizes of the dataset and blocks. As expected the tree construction time increases linearly with the dataset sizes. Reduction ratio remains nearly 1 for different dataset sizes and for different number of parties, which illustrates our approach is reducing the
The evaluation results indicated that our approach is scalable with both the size of the databases to be linked and the number of parties. Our approach also outperforms a phonetic indexing approach in terms of privacy and quality of blocking. The blocks which are generated can finally be compared using private comparison and classification techniques to determine the similar record sets in different databases.

We plan to extend our protocol with different tree data structures, which can reduce the number of levels of the trees and by using more bits for the splitting of the tree nodes. We will also investigate the parallelization of the algorithm, which can further improve the performance of our protocol. A limitation in our approach is the assumption of the semi-honest adversary model which is not applicable for some real-world applications. Privacy can be compromised when some parties are malicious which requires more secure communication techniques than the adopted secure summation protocol. We aim to extend this protocol for different adversary models for allowing it to be employed in real-world PPRL applications.
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Abstract
With the advancement in digitalization, archived documents such as newspapers have been increasingly converted into electronic documents and become available for user search. Many of these newspaper articles appear in several publication avenues with some variations. Their presence decreases both effectiveness and efficiency of search engines which directly affects user experience. This emphasizes on development of a duplicate detection method, however, digitized newspapers, in particular, have their own unique challenges. One important challenge that is discussed in this paper is the presence of OCR (Optical Character recognition) errors which negatively affects the value of document collection. The frequency of syndicated stories within the newspaper domain poses another challenge during duplicate/near duplicate detection process. This paper introduces a duplicate detection method based on clustering that detects duplicate/near duplicate digitized newspaper articles. We present the experiments and assessments of the results on three different data subsets obtained from the Trove digitized newspaper collection.

Keywords: clustering, duplicate document detection, OCR errors, feature selection

1 Introduction
The Australian Newspaper Digitization Program (ANDP) has initiated the digitization of newspapers archives before the copyright act. ANDP has provided free access to this data, relevant to Australia via the Trove search engine\(^1\). A significant problem with digitisation of archived newspapers is the presence of identical and nearly identical documents in the resulting collection. These duplicate documents are not only an annoyance to users as search results, but, they also decrease efficiency of search engines (Uyar, 2009). The processing of these duplicate documents and results is not only time consuming, but, their presence also does not add any value to the information presented to users. Duplicate document detection has gained research interest as it assists in search engines in increasing the effectiveness and storage efficiency (Uyar, 2009). While carrying out this task, consideration of the domain/application is very important. For example, in plagiarism detection scenario, even if a sentence or a paragraph of one document is found in another document the two documents could be seen as near-duplicates. This definition of near-duplicate may be looser in other domains as comparison to news domain (Hajishirzi, Yih and Kolez, 2010).

Newspaper articles exhibit distinct characteristics (Smeaton, Burnett, Crimmins and Quinn’s, 1998). Almost all news stories have an element of a continuum and news stories usually evolve over time. A large proportion of articles are related to previously published articles. There exists a dependency between news stories which cannot be ignored when navigating news archives. These dependencies need to be acknowledged while looking for duplicate newspaper articles. If two documents are identified as near identical articles, when in fact one contains new information, this potentially leads to loss of information (Gibson, Wellner and Lubar, 2008). In this paper, we explored document clustering as a technique to identify and generate links between related news stories.

Another significant problem with the use of digitized collections in search engine is OCR (Optical Character recognition) errors. These errors are non-existing words which result due to incorrect letter recognition. OCR helps resolve the growing problem of searching intended information from the digital archives; however, historical newspapers are different from the recent newspapers in image quality, type fonts, ruby characters, noise, and language usage. The direct use of these digitized collections, without any processing for quality improvement, cannot provide satisfactory results (Shima, Terasawa and Kawashima, 2011). Newspapers especially old ones are certain to have OCR errors no matter how well the digitization is done. The reasons include the

\(^{1}\)http://trove.nla.gov.au/
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condition of the source material, the typeface used, the contrast between print and paper and many more. (DLC, 2011). Whereas such challenges do not surface in other web documents,

An abundance amount of work exists on identifying duplicated online web pages (Conrad, Guo and Schriber, 2003; Radlinski, Bennett and Yilmaz, 2011), but, none can be found on digitized newspapers with particular consideration to OCR errors. While identifying exact duplications of plaintext documents has been more straightforward (Gibson, Wellner and Luber, 2008), identifying near duplicates has been challenging (Alonso, Fetterly and Manasse, 2013). The task of defining near duplicates and setting a "resemblance” threshold (a threshold that classifies near identical and non-identical documents) is difficult and varies across the domains. The errors resulted due to OCR software application not only have the potential to affect the clustering solutions but it also makes it difficult to set a threshold and identifying redundancy. While it will be almost impossible to detect exact duplicates, it will be most difficult to decide at what level of threshold to discard the near duplicates. At times, the small differences between the two near duplicate documents might have important information to reveal. Moreover two documents might be near duplicate but a lot of words might not match due to OCR errors. This will result in falsely classifying the documents as not duplicates.

This paper is a step towards finding the solution to the problems associated with digitized newspaper articles. We propose a solution to deal with unique problems such as eliminating OCR errors and detecting redundant news stories which may negatively affect the search engine performance and the user experience. We propose a methodology using a pre-processing method to eliminate OCR errors and clustering algorithms. Evaluation of the clusters is done using both internal and external measures. The proposed method is based on the assumption that the closest neighbours within a cluster can represent near duplicates or exact duplicates.

The remainder of this paper is set out as follows. Section 2 will describe the approach taken. This is followed by experiments, results and evaluation in section 3 and finally ending with the conclusion.

2 The Proposed Clustering based Method

The proposed document duplication detection method starts with initial pre-processing that includes removal of all non-alphanumeric characters and stop words (i.e. extremely common words which are not valuable) and stemming of the terms to its root form using Porter’s stemmer (Porter, 1980). This is followed by identification of the more common words and OCR error using a simple method consisting of frequency count and threshold cut-off. A sample of raw data from Trove dataset displayed in Figure 1 contains non-existing words such as "luetc", "ueleci"", "gnmit"i" and "oiitiloial"i" which resulted due to incorrect letters.

For each term in the document collection, Term Frequency (TF) is calculated. TF is the number of times the term occurs in the document collection D.

$$TF(t, D) = f(t, D)$$

Selection of a threshold cut-off is critical. Setting a higher threshold may lead to elimination of valuable words. Setting the threshold too low may still leave the noise or OCR errors in the collection. It is not possible to get a perfect threshold cut-off that leads to elimination of all the noise while keeping all the important words. The aim is to find a cut-off that might not lead to complete elimination of the OCR errors but, it should remove most of the common ones, and it should also lead to a reduced word space while keeping the important terms. This will reduce the computational time and, additionally, lead to a more accurate clustering solution.

The decision on the threshold cut-off is made by plotting the frequency distribution of the terms. Since the number of terms is too big to be put in one plot, random points are picked for visualization shown in Figure 2. The x-axis of the graph represents the number of times (n) a term occurs within the document collection and the y-axis shows the terms that occurs n times. It is seen that a total number of 842385 terms occurs one time and also the maximum count of times a term occurs is 35,717.

It can been seen in Figure 3 that the words identified as results of OCR error in Figure 2 actually occur only one time in the entire document collection. Such rarely occurring terms are usually filtered out by setting a correct threshold.
A choice of clustering algorithm depends upon many factors. Experimental studies in the literature have often portrayed hierarchical clustering to be better than the partitional K-means, in terms of clustering quality but inferior in terms of time complexity (Steinbach, Karypis and Kumar, 2000). In this paper, we apply the repeated bisecting partitional clustering approach (Karypis, 2002) to deal with the large dimensions. The method is a K-way clustering solution that is computed by performing a sequence of K-1 repeated bisection on the data instances where K is the desired number of clusters. In addition to having low computational requirements, this bisecting K-means approach has a time complexity which is linear in the number of documents. It is found that as K increases, there is an increment in the optimization of the criterion functions as well.

Using a nearest neighborhood method that uses cosine similarity, for each object (a newspaper article) within a cluster, its ten nearest neighbors is found. If the similarity between the object and its nearest neighbor is within the acceptable threshold, it is considered as identical or near-identical. It is assumed that any near duplicates of that particular document should be its nearest neighbour within the same cluster.

3 Experiments and Evaluation

This section focuses on assessing the effectiveness of the proposed document duplication detection method. We first present the datasets and evaluation measures used in experiments. The results from the pre-processing phase of the experiment will be presented next. This is followed by discussion and analysis of the results obtained from the clustering phase. Finally, we will present and analyze the results of duplicate identification obtained from the cluster evaluation phase.

We use the clustering tool CLUTO to perform clustering (Karypis, 2002). CLUTO is chosen because it is easy to use and is able to operate on very large dataset with respect to number of documents as well as number of dimensions. CLUTO has many clustering algorithms and each of these algorithms has different scalability characteristics. Karypis (2002) has shown that the most scalable method in terms of time and memory is vcluster’s repeated-bisecting algorithm that uses cosine similarity function.

3.1 Dataset

The Trove data set consists of a total number of 77,841,027 documents. The documents fall into six categories which are: Literature; detailed lists, results and guides; Advertising; Articles; Family Notices; and Others. The main focus of the study is on the Article category which consists of a total of 58,549,810 documents (as shown in Table 1). The experiment is conducted on three different data subsets selected from three different time period of year 1921 (called as Dataset 1), year 1880 (called as Dataset 2) and year 1862 (called as Dataset 3). The data collection for the period of 1921 is randomly chosen while the years 1862 and 1880 collection are chosen based on queries identified by historians as having duplicates. It is based on the fact that there are duplicates of those particular news articles. For example, running the search query "kipper billy daring attempt" on Trove website is supposed to produce at least three duplicate copies. For each dataset, two months of data snapshot has been used for clustering experiments.

<table>
<thead>
<tr>
<th>Category Name</th>
<th>#Documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature</td>
<td>12288</td>
</tr>
<tr>
<td>Detailed Lists, Results, Guides</td>
<td>7516250</td>
</tr>
<tr>
<td>Advertising</td>
<td>11058829</td>
</tr>
<tr>
<td>Article</td>
<td>58549810</td>
</tr>
<tr>
<td>Family Notices</td>
<td>703846</td>
</tr>
<tr>
<td>Others</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>77841027</td>
</tr>
</tbody>
</table>

Table 1: Total number of documents under each category

The study is based on the premise that, in archived news-stories in late 1800s and early 1900s, the duplication in news occurs within the two months of the release of the original news story and not beyond that. This assumption has been made based on discussion with historians involved in the project, as well as, based on the facts that the stories used to deliver via telegraphs and printing and delivery process used to take long. Today with partial replacement of newspapers by web news and network television news which gets updated in real time, most duplication would happen on the same day. Even with newspapers, most publication happens daily or weekly. A search completed on Trove search engine for both queries "Kelly expiated his career in crime" and "kipper billy daring attempt" showed that news duplication does not go beyond two months. These two queries were for news that happened in 1860 and 1862 respectively.

In the original data collection, the news articles include some advertisement. There was no heuristic way to identify these ads and distinguish them with the news stories. A simple method is applied to identify and eliminate any ads occurring within the data collection. An initial clustering is conducted on the data collection after
a simple pre-processing of stemming and general stop word removal. Once the clusters are obtained, the best clusters on the top are manually observed. It has been seen that any cluster that has few number of documents and that has very high intra-similarity tends to be ads most of the time. The exact same ads might repeat in several newspapers and appear during extended periods. This might not allow efficient identification of duplicate news articles. Any document within these clusters which is identified as an ad is removed from the collection. This process slightly improves the efficiency of the clustering solution.

3.2 Evaluation Measures
The quality of the clusters obtained is measured using two measures: internal quality measure and external quality measure. The internal quality measure is based on the examination of the internal similarity (ISIM) that is the average similarity between the objects of each cluster and the output value of the criterion function used. The ISIM has values between 0 and 1. Good clusters have ISIM and output value of the criterion function closer to 1. In contrast a bad cluster has ISIM and output value of the criterion function closer to 0. This is also known as the quantitative measure.

In addition to the internal measures, an alternative qualitative measure is required to evaluate the effectiveness of the clustering algorithm in grouping the similar digitized news articles together. This leads to finding out how successfully the near duplicate articles are detected. An extrinsic method using ground truth is applied. The ground truth for this study is a collection of information retrieved from the Trove search engine based on certain queries. A simple process of manual observation is applied to the results retrieved by the query in order to identify duplicates related to that query. Then the cluster solution is taken for further evaluation.

3.3 Effectiveness of pre-processing
This section discusses the effect of pre-processing phase in removing the OCR errors and reducing word space. An assumption is made that if a terms occurs too many times in the overall document collection, the term is not important and does not provide any valuable information while if a terms occurs very few times such as once, the term is an OCR error term. This conclusion is drawn from manual observations of the data. A cut-off threshold is set to identify too frequent and too infrequent terms.

Experiment on Dataset 1 (Table 2) shows that a number threshold is better suited than a % threshold even though it is not a perfect solution by itself. A % threshold leads to elimination of too many terms which could lead loss of valuable words. It has been seen that increasing the threshold cut-off leads to maximum elimination of OCR errors but it also increases the risk of removing important terms.

---

### Table 2: Dataset 1 (1921) - Comparison of different versions of the data collection with different threshold cut-offs

<table>
<thead>
<tr>
<th>Input file</th>
<th>Min &amp; Max Threshold cut-off</th>
<th>Matrix output (doc, term, matrix density)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original data collection</td>
<td>Max:8000, Min:1</td>
<td>117575, 398858, 1224911</td>
</tr>
<tr>
<td>Data collection: ads removed</td>
<td>Max:8000, Min:1</td>
<td>115635, 398826, 1248246</td>
</tr>
<tr>
<td>Data collection: ads removed</td>
<td>Max:8000, Min:2</td>
<td>115055, 250403, 1217804</td>
</tr>
<tr>
<td>Original data collection</td>
<td>MIN:1%, MAX:70%</td>
<td>117575, 29408, 684543</td>
</tr>
<tr>
<td>Original data collection</td>
<td>None</td>
<td>115755, 1864698, 13861805</td>
</tr>
</tbody>
</table>

Observation of Table 2 shows that it does reduce the word space of the document collection, but, the reduction is not too great. Moreover comparing the threshold cut-offs MIN=1 and MIN=2, the latter proves to be a better choice than the former. The “Min” indicates how many minimum documents the term should appear in, and the “Max” shows how many maximum documents, the term should appear in. Note that this processing is conducted after the standard stop-word removal and stemming so the dataset does not contain many stop-words or rare words. This culling would ensure that errors associated with OCR are removed.

It can be seen from Table 3 that the total number of documents in the 1880 collection is 28717. The original data without any MIN and MAX threshold culled has 1045656 unique terms and the density is 7340510. By eliminating the most frequent and infrequent (OCR errors) terms from the original data using a simple MIN and MAX threshold cut-off, the number of unique term has reduced to 130579 and the dimensionality has also been reduced.

### Table 3: Dataset 2 (1880) - Comparison of the original input data with the data from which the frequent and infrequent terms (OCR errors) have been removed

<table>
<thead>
<tr>
<th>Input Data</th>
<th>MIN &amp; MAX Threshold cut-off</th>
<th>Matrix output (doc, term, matrix density)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original data</td>
<td>Max:8000, Min:2</td>
<td>28717 x 130579 x 6274642</td>
</tr>
<tr>
<td>Original data</td>
<td>None</td>
<td>28717 x 1045656 x 7340510</td>
</tr>
</tbody>
</table>

Similar results can be seen for Dataset 3 in Table 4. The identification and elimination of approximately 87.49% of total number of terms in the 1880 data collection (as shown in Table 5) and 86.79% of total number of terms in the 1862 data collection (as shown in Table 6), as infrequent/OCR errors, confirm the concern stated earlier with regard to OCR errors. Figure 4 displays the top ten OCR errors in the three different datasets that are removed by our method.

### Table 4: Dataset 3 (1862) - Comparison of the original input data with the data from which the OCR errors have been removed

<table>
<thead>
<tr>
<th>Input File</th>
<th>Min &amp; Max Threshold cut-off</th>
<th>Matrix output (doc, term, density)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Data</td>
<td>Max:8000, Min:2</td>
<td>16696, 103172, 4347401</td>
</tr>
<tr>
<td>Original Data</td>
<td>None</td>
<td>16696, 782569, 5374737</td>
</tr>
</tbody>
</table>
3.4 Internal Evaluation of Cluster Solutions

For Dataset 1, it is seen that the best clusters were produced by a combination of K=2000, method=RBR and criterion function=I2 (as shown in Table 7 and 8). For Dataset 2, Table 9 and 10 shows that combination of K=600, method=RB and criterion function=I1 produced a better solution compared to the rest. For Dataset 3, it is clear from results in Table 11 and 12 that K=400 produces a better clustering solution compared to K=300. Looking at the methods, if based on the output value of the criterion function, RBR methods combined with criterion function I2 outperformed the other combinations. Otherwise if based on the average ISIM value, RB with I1 seems to be performing better than the rest. Although some combination of the methods outperformed the other, the quality of overall clustering solution is not very high. For a good solution, it is expected that the average ISIM value and the output value of the criterion function at least be 0.5 and above. These values are obtained just around 0.5. An external measure based on ground truth is required to evaluate the solution further and discover the effectiveness of the methodology.

3.5 External Evaluation of Cluster Solutions

The three datasets are further evaluated using an extrinsic method. The quality of cluster is evaluated by finding out how successfully the near duplicate articles can be detected using the cluster outputs. Analysing the results obtained using Dataset 1 (as shown in Table 13), it is established that when the cosine value is equal to 1, two documents are exact duplicates and when the cosine value is below 1 and above 0.4, the documents could be near duplicate.
Human observation shows that all 10 nearest neighbours obtained for that document can be called near duplicates but the low cosine values resulted because of the OCR errors, and due to the fact that the same information could have been presented using different words.

We have not yet used a semantic model to incorporate the semantic words in the matching process. With Dataset 2, based on results from Table 14, it is understood that when cosine value is 1 or 0.9999, the document is an exact duplicate and the documents are near duplicate if the cosine value is 0.8 and above. The documents are more of an update on the news if the threshold is 0.4 and above. It is seen that that better observation can be made from dataset 2 due to presence of less OCR errors.

Table 14: Dataset 2 - Nearest neighbors of document id 13476046

<table>
<thead>
<tr>
<th>Document ID</th>
<th>Cosine Value</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>11370646</td>
<td>1.0</td>
<td>exact duplicate</td>
</tr>
<tr>
<td>13485551</td>
<td>0.957561</td>
<td>near duplicate</td>
</tr>
<tr>
<td>15477882</td>
<td>0.945398</td>
<td>near duplicate</td>
</tr>
<tr>
<td>78813825</td>
<td>0.90304</td>
<td>near duplicate</td>
</tr>
<tr>
<td>813395</td>
<td>0.842877</td>
<td>near duplicate</td>
</tr>
<tr>
<td>63497447</td>
<td>0.54443</td>
<td>contains information about had lil's execution but it is more of an update on the news with more details</td>
</tr>
<tr>
<td>65960607</td>
<td>0.50268</td>
<td>contains information about had lil's execution but it is more of an update on the news with more details</td>
</tr>
<tr>
<td>77020208</td>
<td>0.492952</td>
<td>contains information about had lil's execution but it is more of an update on the news with more details</td>
</tr>
<tr>
<td>89684673</td>
<td>0.474983</td>
<td>contains information about had lil's execution but it is more of an update on the news with more details</td>
</tr>
<tr>
<td>208402</td>
<td>0.44274</td>
<td>contains a brief summary of news. No details given</td>
</tr>
</tbody>
</table>

Table 15: Dataset 3 - Nearest neighbours of document id 4604263

While the methodology has been successful, to some extent, in detecting near/exact digitized news documents, it is clear that the pre-processing phase could have been improved further. The pre-processing phase did not completely eliminate the OCR errors and no consideration was given to incorporate semantic models to deal with synonyms and hyponyms. These flaws had impact on the clustering solution and therefore clear observation could not be made at the end. Anyway this project was a first step forward and, with more sophisticated pre-processing, improved results can be obtained.

4 Conclusion

This paper presented a clustering based duplicate detection method for digitized newspaper stories. Three different data subsets have been employed to test the method. Correction of OCR errors has been found a significant issue dealing with digitized collection of the archived documents. Employing a simple method of threshold cut-off to eliminate the OCR errors has not been found to be a perfect solution. While for each dataset, some combination of the methods outperformed the other, the overall clustering solution was not found to be optimal. This would have been due to the reason that there has not been 100% removal of OCR errors from the digitized news article collection. The risk of removing important terms prevented the removal of 100% of the errors. It is found that increasing the number of clusters leads to better quality clusters but it has also been established that increasing the value of the cluster number beyond a certain point leads to clusters containing very few documents which does not serve the purpose of keeping all similar news documents together.

The clusters were further evaluated by using an extrinsic nearest neighborhood method that was used to find the 10 nearest neighbor for each document/object in a cluster.

In future, to make the duplicate detection more robust and efficient, a query dependant method can be explored and adapted. More time can be spent on the pre-processing phase of the methodology to find a way to eliminate the OCR (Optical Character recognition) errors without removing any valuable terms. The simple threshold cut off method can be improvised into a more sophisticated method. Likewise for dimensionality reduction, the same simple method was used. Other methods such as the PCA...
Principal Component Analysis) (Indhumathi and Sathiyabama, 2010) and SVD (Singular Value Decomposition) can be explored and experimented with as well.

It would also be important to look into other clustering methods. The methodology developed in this study adapted the bisecting partitional approach which does not consider a new incoming document. Methods such as adaptive K-means clustering allow clusters to grow without depending on the initial selection of cluster representation. It would be interesting not only to explore the different software, tools and methods but it will also be interesting to expand the study to understand the evolution of news stories and enhance user search experience.
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Abstract

Big Data presents new challenges that require new and novel approaches in order to resolve the problems associated with the variability and variety of data obtained from multiple sources. This paper focuses on how to manage variety and the eclectic nature of big data using a technique known as ‘Schema Last’. The ‘Schema Last’ approach is a frame work which defers the application of a descriptive model until it is required. This paper also provides a formal definition of the ‘Schema Last’ methodology and demonstrates the effectiveness over the more traditional Extract-Transform-Load methodologies employed in many organizations. The ‘Schema Last’ approach can be used as input to Map Reduction, Index creation and various data mining techniques. Ultimately, the Schema Last approach provides the frame-work to ‘fuse’ semi-structured data into a single coherent view.

1 Introduction

The Australian Crime Commission (ACC) established the Fusion Data Section in 2010. The section was tasked to collect and analyze data. Legislative powers were granted to the ACC that enables data to be obtained under their coercive powers. These powers do not extend to the format or structure of the data.

The approach taken by the Australian Crime Commission was to model a variety of data sets received via the data collection processes. The ACC could then utilize the collected data for the following purposes:

- assess the behavior of known entities.
- determine any new leads based on the behavior of known entities.
- develop models that may indicate criminal activity within the Australian community.

The schema last approach (SLA) is a technique to model data contained within a Big Data store. This approach allows data models to be specified on an on-demand basis and as new knowledge became available, this can be used to respectify the schema definitions. This approach only works if the schema’s specification is independent to the data storage. The SLA addresses the issues raised by [Klaus-Dieter Schewe, 2013] in 2012 concerning data quality, interpretation and modification of data as a result of the cleansing process.

The size of data sets received by the Australian Crime Commission can range from small to extremely large. Initially, data cleansing or the transformation process as part of Extract-Transform-Load (ETL) was the approach taken to convert the raw data into a sanitized form that was loaded into relational tables.

The value proposition for each data source can be quite different. For example, data sets may be classified as low or high signal data sources. Low signal data sources in themselves do not provide any useful indicators but could be used to confirm an entity’s address, data of birth and property ownership. An entity membership of low signal data source in itself is not a form of intelligence. High signal data sources can be further analyzed and an entity’s membership may indicate a potential threat or unlawful activity that would require further analysis. An example of low and high signal data for attendance at a fairground would be residents of town compared to the entry list of patrons.

As the number of data sources continued to increase the ACC came to the realization that the existing ETL process was taking too long and therefore delaying the time taken to analyze the data. Therefore, a new approach had to be found to reduce the demands placed upon the Fusion Data Centre.

1.1 Motivation

The initial implementation utilized a normalized relational table structure. This structure was specifically designed to capture the following entity information that included:

- person: name, date-of-birth, and address details.
- organization: organization name, address, Australian business number (ABN), and Australian Company Number (ACN).
- information pertaining to the relationship between two or more entities.

Any data item that did not fall within the structure was discarded and therefore the model could only capture simple identity information. In addition, transaction, time series data or highly linked data could not be captured within this structure even though most relational database products allow for the modification of existing table structures.

There were instances where data definitions within the schema did not adequately describe the source data. In this case a person within the Fusion Data
Centre would determine the most appropriate field within the relational structure and perhaps alter the raw data item to comply to the field's schema definition.

This whole entire data ingestion process was seen by the management of the fusion data centre as cumbersome and error prone. Therefore an alternate solution had to found to replace the existing ingestion process.

1.2 Data Triage and ETL

Data Cleansing is the transformation of data from a non-canonical to a canonical state. ETL involves the transformation of data into a state suitable for ingestion into a database. This usually requires the standardization of data fields from the original source to a new target format.

For example dates may be transformed from mm/dd/yyyy to dd/mm/yyyy or addresses may be required to have the postcode field removed. Extraneous attributes within a field or the entire field are lost due to the cleansing process. For example a person’s salutation (MR, MRS, DR, et cetera) if contained within a field may be required to be removed to comply to the name field specification. Often the ETL process can lose data or perhaps pervert the original data in some way and may in turn reduce overall quality of the data [Rajaraman, 2014]. As argued by N. Brierley, T. Tippets and P. Cawley:

“Formal data cleansing can easily overwhelm any human or perhaps the computing capacity of an organization.” [N. Brierley and Cawley, 2014]

This problem was also identified by Vincent Burner in 2007:

“that the data volume may overwhelm the Extract Transform Load process and that data cleansing may introduce unintentional errors.” McBurney [2007]

Data Triage is a different approach to ETL in that the raw value of the data is always maintained throughout the transformation process. The data is loaded into the data stores verbatim unless there are structural transformation issues with the original data source.

To summarize the differences between the Data Triage and ETL:

- Data Triage does not alter the original data value or format whilst ETL may alter a field’s content.
- Data Triage will not eliminate any data field contained within the original data source whilst the result of an ETL load process will eliminate fields that do not comply to a fixed schema.

The purpose to cleanse or not cleanse can best be expressed utilizing the Beliefs, Desires and Intentions [Bratman, 1999] methodology based upon Michael Bratman’s theory of human practical reasoning [Castanedo, 2011]. Michael Bratman’s theory can be applied to data analysis where the data modeler takes the following into consideration:

Beliefs Beliefs provide the inference rules to process and manipulate the incoming data. These rules can be captured and reused for new data sets or reapplied to existing data sets.

Desires Desires represent how the data can best be used or processed. Desires represent the motivation behind the data and are generally expressed as an accomplishment. For example, this data can be used to determine if this person is what is commonly expressed as ‘on the move’ or ‘up to no good’.

Intentions Intentions represent the deliberate use of the data and how the data is to be used. For example, the data may obtained so that it correctly enhances the intelligence surrounding a particular criminal organization.

However, there is a cost to data cleansing:

- Inconsistent processing where cleansing involves human assessment.
- The elimination or removal of unwanted tokens within a field can lead to the introduction of errors and inconsistencies.
- The introduction of human judgment which in turn may lead to errant assumptions that result in decisions based on false or misleading data interpretation.

Jimmy Lin and Dmitiry Ryaboy state:

“That a major problem for the data scientist is to flatten the bumps as a result of the heterogeneity of data.” [Lin and Ryaboy, 2013]

1.3 Data Provenance

Data provenance is the ability to retain the lineage between the original and processed data. This is an important attribute of data quality as Paulo Pinheiro da Silva states:

“without acknowledging data provenance the quality of data will decline.” [Paulo Pinheiro da Silva, 2007]

Paul Groth, co-chair W3C Provenance Working Group said:

\[\text{Input} \xrightarrow{\text{Cleanse}} \text{Data} \]
“The provenance of information is crucial in deciding whether information is to be trusted, how it should be integrated with other diverse information sources, and how to give credit to its originators when reusing it...” [Oracle - Release, 2013]

2 Data Integration and Matching

Many challenges face all Big Data implementations with the ability to combine eclectic data sources into a single view being the most significant. Over time, as new knowledge about the data source becomes apparent, this in turn may lead to a greater understanding of the data structure. This is where SLA allows one to adapt the model to conform to a new understanding of the data. To facilitate the integration process a universal schema can be applied to all data sources which in turn can be used to provide a common view to the data sources. It is important characteristic of SLA that it does not change any individual data values.

3 Data Fusion and the Schema

Data fusion is the process where data sources are combined into a single view. This view can be used as input to various analytical and data-mining techniques and still utilize the SLA schema from the ingestion process.

The schema may change over time and this will not affect the raw data the schema represents. A SLA schema can be used for the following purposes:

- Provide a consistent view of the data source contained within the big data repository.
- Assist in the creation indexes and formulate index strategies.
- Identify portions of data source suitable for extraction and further analysis.
- An input map to a Hadoop map reduction task.

3.1 Schema First Frameworks

The history of database implementations including the coagal model, hierarchical database systems such as Information Management System (IMS) by IBM and more recent relational database implementation require a schema definition to be established before any data can be stored. Changes can be made to the schema afterward but will ultimately alter the data represented by the schema. For example, an addition of a column to a schema within a relational table will result in a null value for every row contained within that table. If a column is removed from the schema then all the associated data for the deleted column is lost. The issue was identified by IBM in 2011:

“The schema is not meta-data but combines the data with a structural representation. Therefore, changes to the schema results in changes to the data even if it is only the addition of a null field value to each record.” [IBM, 2011]

Schema protocols like Thrift, Avro, CORBA, DCOM and XML all have a schema definition language and fall into the category of schema first whereby the schema is fixed and difficult to change after inception.

3.2 The Schema Last Model

The model is a logical group of fields. A model may hold fields contained within another model. Models that do not hold fields from other models are said to be distinct (figure 4). Models containing all the fields held within another model are said to be encapsulated (figure 6). There is no restriction on the number of encapsulated or distinct models contained within a SLA schema. Models may share fields within the same schema definition (figure 5).

The same model definition may reappear in another data source schema. It is also possible that two or more data sources have identical SLA schema definitions.

3.3 The Field Label

Each field within the SLA schema definition must have an associated label. The default value for the label should be the name given to the field within the original data source. If there is no name within the original data source then a descriptive name is assigned to the label.

3.4 The Field Domain

Each field may have an associated domain where the domain determines the field’s potential range of values. A typical domain would be name where the name may contain either a person or organization name. If the field were only to contain only a person name then person-name would be the field’s domain. Other domains may be: phone-number, complete-address, contact-address. It is important to restrict or manage the number of domains and remove any ambiguity amongst domain specifications. A domain should not be confused with a primitive data type (string, integer, float, etc.) and a primitive data type is not descriptive enough to be used as a domain.

3.5 Ontological Support

Not many data modeling products have Ontology support [Maxim, 2013], however W3C has specified Ontology Web Language (OWL) which defines a comprehensive ontological language [W3C, 2012]. OWL allows the definition of hierarchical ontological structures based on the RDF specification. SLA can also assist in the ontological description of the data in regards to domain classification as shown in figure 8.
and OWL could be used to describe the ontological structure of the domain.

4 Formal Description

SLA provides a formal framework to describe the process and the language necessary to describe a data source. The process provides an inherent feedback loop and is an iterative process. It is always possible to 'start over again' if the SLA schema definition is proved to be incorrect.

The SLA process consists of the following phases:

1. **Data source triage**: The coercion of data into a form where it can be uploaded into the data repository. No data is lost or changed during the triage process.

2. **Schema specification**:
   (a) The labeling of all fields contained within a data source.
   (b) The association of each field with a specific domain.
   (c) The creation of models and associated field memberships.
   (d) Schema storage and version management.

3. **Suitability**: Determine the schema is an accurate representation of the data source.

4. **Application**: Create indexes based on the schema defined in step 2.

5. **Verification**: Ensure that by application of the Schema that erroneous indexes are not created and that the models defined within the Schema correspond with the data contained within the data source.

6. **Fuse**: Identify entities which are common within the data source.

7. **Resolve**: The construction of a 'single source of truth' to represent an entity (generally a person or organization) within the entire data repository.

The Schema definition is formally represented in RDF N3 form [W3C Group, 2014]. RDF blank nodes are used to group the fields that are contained within a model. Figure 11 is a simple schema definition containing three fields and two models.

4.1 Schema Storage Considerations

There is no prescriptive persistent storage technology and there is an advantage to store the Schema with the raw data. The resultant removal of the raw data will lead to the destruction of the data's associated Schema. The Minerva reference implementation stores the data as an RDF list structure. The Schema is then stored within the same RDF graph alongside the RDF list.

4.2 Map Reduction

Map Reduction is a strategy that has become popular to process large data-sets. To summarize, the map phase maps the input data into a known structure and the reduction phase summarizes the data. Map Reduction has become a tool of choice amongst data mining practitioners [Rajaraman, 2014]. The Map Reduction approach can take full advantage of the SLA in that the SLA schema can be used as the input map.

5 Data Fusion

Data Fusion is the process of integration of multiple data data sources into a single view. Federico Castanedo defines data fusion as:

- **Figure 5: Overlapping Models**
- **Figure 6: Encapsulated Model**
- **Figure 7: Multiple Encapsulated Models**
- **Figure 8: Ontological Support**
The integration of data and knowledge from several sources is known as data fusion. [Castanedo, 2013]

The SLA provides the framework to achieve this, in that a consistent modeling technique is applied to all the data sources contained within the repository. The fused data can then be modeled again and the result in itself can become another data source. The Data Fusion consolidation provides a unique perspective to the Big Data repository. It is essential to refer back to the original raw data source in order that the correct data provenance is maintained.

5.1 Indexing Strategies

Indexes are a crucial part of any Big Data implementation and it is important that the indexes are independent to the stored data. The SLA schema defines the models and structure of the indexes that will be used to query the data contained within the repository. The indexes can be tailored to a specific purpose for example: an index may be a person’s name and allow for typographical errors (see figure 12). [Rajaraman, 2014, Christen, 2012].

The SLA Schema can be used as the basis to generate any number of index strategies. For example, SOLR which is a document index system based on Lucene is a high performance text based indexing engine. SOLR indexing definitions can utilize the SLA schema that contains sufficient meta-data to define SOLR filters and tokenizers.

5.2 Classifiers and Stochastic Attributes

A row may contain one or more models and a model can represent an entity that may be an individual or company [Rajaraman, 2014]. Each data source could be assigned additional attributes or classifiers in the form of meta-data. Classifiers are used to describe the nature of the data source and how the data source was originally obtained. Additional attributes would also add value to the data source; for example: Geo-spatial coordinates, time of ingestion and an intelligence ratings.

5.3 Meta-data

Additional meta-data in the form of name/value pairs or tags are used to annotate the data source or models contained within the data source (see figure 13). This includes:

- the security classification (Secret, Highly Protected, Unclassified),
- the name of the organization that supplied the data
- any special data handling requirements.
Meta-data were also used to describe any associations amongst data sources within the data repository. For example, if two data sources are related in some way then this relationship could be captured within descriptive meta-data tags.

It is essential to conform to, or at the very least map to, known standards for meta-data and that the meta-data is consistent across all data sources, rather than using proprietary or homegrown schemes. In addition the meta-data scheme(s) are defined within a thesaurus that has been developed for the provision of a common vocabulary across the data sources.

“Good meta-data conforms to community standards in a way that is appropriate to the materials in the collection, users of the collection, and current and potential future uses of the collection.” [NISO, 2007]

5.4 The Single Source of Truth

Part of the Identity Resolution process is to formulate the golden record which is a consolidated view of an individual or organization. The consolidated view in turn can contain a match score between the two matched entities. It is important that the new knowledge that pertains to each record can be reapplied in the construction of the consolidated view. The consolidated record can be queried by the user and this will contain all the current information relevant to the entity.

6 Initial Findings

The ’Schema Last’ approach to data fusion has been in operation within the ACC since 2012 and during that time there has been over a thousand data sources processed that utilized this technique. Initial results have shown a dramatic reduction in the time taken to collate data sets received by the ACC. One particular data set took over three months to cleanse; whilst utilizing SLA this particular data set only took minutes to upload and model. The reaction by the analysts within the ACC has been positive and they have commented on how vital information was lost due to the previous ETL process. SLA has allowed the data source modeling process to be delegated to unskilled staff which has allowed the skilled data analysts to focus on model development and target detection. The improvements are shown in both figure 14 and figure 15. In addition, it took only thirty domains to describe every field contained within the data sources.
The domains types were deliberately restricted. For example, the domain document identifier was used to describe any unique identifier within a data source. There were no detectable overlaps as a result of this generalized classification of domains.

The Minerva Schema Designer was developed to allow users to create and modify SLA Schema Definitions. The schema models could be saved alongside the data or separately as a file. The interface was deliberately kept simple to minimize user training requirements and reduce modeling errors.

The reaction from users of the application was positive. Other Australian government departments have shown interest with the schema last approach and have expressed a desire to run a proof-of-concept within their respective organizations.

6.1 Future Work

The resultant ‘fused’ data has raised a number of concerns among the data analysts, their greatest concern is the ever-increasing number of results returned from search queries. To determine a single source of truth for an entity has proved to be a challenge especially when there is no unique identifier to link one entity across multiple data sources. The ‘schema last approach’ is first step towards this goal and work can be done in this area to improve the accuracy in establishing links between like entities within different data sources.

7 Conclusion

The ACC now has a tool to address the eclectic nature of the data sent to them. SLA can be used to define index strategies, provide the map in Map Reduction and the form foundation for data mining. The formal definition of the schema syntax allows for the interchange of models and the sharing of meta-data among organizations and institutions.

SLA has provided the platform to fuse data into a consolidated view and to resolve issues associated with variability and variety of data when obtained from multiple sources.
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Abstract

The acceptance of Triple Stores and the adoption of Triple Store as an alternative to relational database technology has not met the expectations demanded by the Big Data community. In addition, most triple store implementations are unable to store and extract tabular data as fast as many of the alternate Big Data solutions that are currently available. What is missing is a Triple Store implementation that can contain both graphical and tabular data. The SPARQL property path extension which was introduced into the SPARQL 1.1 specification provides the capability to retrieve tabular data through the traversal of unbound RDF list structures. However, there are no currently available Triple Store implementations that fully support the SPARQL 1.1 property path extension and therefore are unable to traverse large RDF lists using the SPARQL language. This paper will describe a triple store implementation project targeting the property path extension utilizing features found in most columnar storage databases.

1 Motivation

Motivations to bridge Tabular data with Graphical Data abound. For example, within the intelligence community data is often received in a tabular format and this data needs to be stored and retrieved in the same format for evidentiary purposes. The RDF linked list structure provides the specification to store tabular data within an RDF graph. The introduction of the SPARQL 1.1 property path extension provides a means to retrieve tabular data without any loss of format and structure. Once the data has been stored within RDF lists then additional rows can be linked together to create other directed graph structures. The SPARQL 1.1 property path extension implementation is proving to be problematic amongst the various triple store implementations. As described by Lei Gai and Wei Chen [Lei Gai, 2014]

"path queries are of common interest in OSN (Online Social Networks) analysis for the discovery of complex relations among entities. Despite the scalability and flexibility provided by the RDF model, Path queries performs poorly and a lack of efficient implementation in existing RDF management."

The URI which is also referred to as a resource which provides the mechanism to link or associate one or more triplets. The object component of the the triplet serves dual purposes. If the object contains a resource this identifies a directed link between this triplet and other triplets within the graph (figure 2). However, if the object contains a literal value then this is the data associated with the triplet. If the object does contain a literal value then additional information is stored to identify the literal’s primitive type whether the literal is a string, date or number.

Figure 1: Triplet Structure

Figure 2: A directed graph structure

A blank resource is a special resource type similar to the URI used to group triplets together. A blank
resource can only be used as subject or object resource identifiers.

A graph identifier is an extension to the triplet specification. Like the subject and predicate, the graph identifier is represented by a resource. A graph identifier provides a mechanism to group large numbers of triplets together. A graph identifier is sometimes called the triplet's context.

The W3C specification Resource Definition Framework (RDF) is a formal representation of triplet structures [W3C Group, 2014]. RDF can represent many different types of information. For example, the RDF necessary to describe the structure required to capture the ingredients of the simple food stuff chutney are shown in figure 3 and visually represented in figure 4.

```sparql
@prefix ex: <http://example.org/>.
@prefix rdf: <http://www.w3.org/...#>.
ex:Chutney ex:hasIngredient ex:item1.
ex:Chutney ex:hasIngredient ex:i.
ex:item1 rdf:value ex:greenMango.
ex:item1 rdf:amount "50gm".
ex:item2 rdf:value ex:relish.
ex:item2 rdf:amount "20gm".
```

Figure 3: RDF to describe the contents of chutney

```sparql
Figure 4: A visual representation of chutney
```

W3C has defined a language specification SPARQL (Simple Protocol and RDF Query Language) which is an RDF triplet querying language [W3C Group, 2008]. SPARQL provides a specification to retrieve triplets based on one or more graph patterns. An example of a SPARQL query is shown in figure 5. The SPARQL language specification also extends to the format in which the triplets are returned and this includes: XML, N3 and JSON. The basic SPARQL retrieval patterns are shown in table 1. The pattern as described can form part of a union, intersection or filter within a SPARQL query. For a full description of the SPARQL language specification refer to the W3C specification [W3C Group, 2014].

### 2.1 RDF Data Structures

The Resource Definition Framework has identified and defined four major data structures:

- **Bag** - is a collection of triplets with no specific order.
- **Sequence** - is a collection of triplets where the order matters.
- **Alternate** - is a collection of triplets however only one triplet can ever be selected.
- **List** - is a generic specification for a linked list structure (see figure 7 as an example of a RDF linked list).

```sparql
select ?subj ?pred ?obj
where {
} union {
} union {
}
```

Figure 5: SPARQL Language Example

<table>
<thead>
<tr>
<th>Subject</th>
<th>Predicate</th>
<th>Object</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>○</td>
<td>Any</td>
<td>Any</td>
<td>Retrieve the predicate and object for a given subject.</td>
</tr>
<tr>
<td>○</td>
<td>○</td>
<td>Any</td>
<td>Retrieve all subject and predicates for a given object.</td>
</tr>
<tr>
<td>Any</td>
<td>○</td>
<td>Any</td>
<td>Retrieve all triplets that contain a given predicate.</td>
</tr>
<tr>
<td>Any</td>
<td>Any</td>
<td>○</td>
<td>Return all subjects and predicates for a given object.</td>
</tr>
<tr>
<td>Any</td>
<td>○</td>
<td>○</td>
<td>Return all the triplets for a specific object and predicate combination.</td>
</tr>
<tr>
<td>○</td>
<td>Any</td>
<td>○</td>
<td>Return all the predicates for a given subject and object.</td>
</tr>
<tr>
<td>Any</td>
<td>Any</td>
<td>Any</td>
<td>Return all the triplets contained with in a graph.</td>
</tr>
<tr>
<td>○</td>
<td>○</td>
<td>○</td>
<td>Determine if a specific triple pattern exists within a graph.</td>
</tr>
</tbody>
</table>

Table 1: Basic Retrieval Patterns
Figure 6: RDF List represented in N3 format

In addition to the standard RDF data structures, the triple store can represent and store any linkage pattern [Pascal Hitzler, 2010] (figure 2 an example of an undirected graph).

The RDF list structure is designed to accommodate large ordered lists. The list has a node that represents the list’s head and is terminated by the nil RDF resource which represents the list’s tail [W3C Group, 2014]. Each RDF node within the list contains links to both the data and to the next item within the list. These links are represented by the RDF first and RDF next predicates respectively. 7.) There is no restriction to the number of nodes contained within a linked list, however the standard implementation supported by Apache Jena will attempt to load the entire linked list structure into memory and will fail if this exceeds the amount of available memory.

SPARQL 1.1 introduced the property path expression (see table 2) which simplified the navigation of the RDF list structure. The property path expression can be used to search any directed graph and is particularly useful to extract items from the RDF list structure. Furthermore, the property path expression can be used to perform simple Social Network Analysis by techniques including determining the degrees of separation between any two nodes within a graph, centrality measurements and k-core graph analysis. The rationale for the introduction of the property path expression as stated by the W3C SPARQL working group is as follows:

“Property paths allow for more concise expression of some SPARQL basic graph patterns and also add the ability to match arbitrary length paths.” [W3C, 2010]

3 RDF/SPARQL Implementations

An excellent example of a SPARQL implementation is the Apache Jena framework. The Apache Jena framework was originally developed by Hewlett Packard in their Bristol laboratories in 2010 and subsequently given to the Apache Foundation. Since leaving incubation status in April 2012, Apache Jena is now a top-level product. The framework contains a SPARQL parser (Jena ARQ) which transforms the SPARQL query into one or more triple patterns (see table(1)). This provides the abstraction layer between the logical structure represented by the triplet and the physical storage implementation. Jena is not the only library that provides this functionality. Other implementations providing similar functionality include: Aduna’s Sesame library `opendlf` and the Redland `librdf` library. Aduna’s Sesame library also provides an abstraction layer between the physical and logical and supports numerous triplet storage implementations. Both Apache Jena and Aduna’s Sesame are both written in Java, however the Redland `librdf` library is developed specifically for the ‘C’ and ‘C++’ computer languages.

W3C has also defined a REST style protocol to communicate to SPARQL implementations W3C [2008]. All three libraries support the W3C SPARQL REST protocol specification.

4 SQL Implementations

Translating SPARQL to SQL can generate complex SQL statements. The paper by Eric Prudhommeaux and Alexandre Bertails from W3C describe the process how this could be achieved [Prudhommeaux and
Bertails state: gains and as the Eric Prud’hommeaux and Alexandre largely rely on the SQL optimizer for any performance implementations. Translated SPARQL queries to use the SQL union and group clauses but omit to Bertails, 2010]. In their paper the authors suggest IBM Research this was also confirmed by IBM Research which developed a strategy to store and retrieve triplets utilizing a DB2 back-end: “SPARQL queries, as we illustrate in this paper. Such queries often have deep, nested sub-queries whose inter-relationships are lost when optimizations are limited by the scope of single triple or individual conjunctive patterns. To address such limitations, we introduce a hybrid two-step approach to query optimization.”[Mihaela A. Bornea, 2012]

In addition, the SPARQL specification has been expanded to include a property path that usually requires a form of recursion to implement. Usually relational databases are not well suited to store graph structures. This is largely due to the inconsistent approach taken by the various database implementations to handle recursive queries. For example Postgres uses the SQL language extension WITH RECURSIVE to navigate recursive table structures but Oracle provides identical functionality START-WITH and CONNECT-BY (see figure 8). However there are no SPARQL to SQL translators that take advantage of these SQL recursive extensions.

5 Non-Relational Triple Store implementations

There are a number of non-relational implementations that provide some support for triple storage and SPARQL retrieve. Table 3 summarizes the well known non-relational triple store implementations.

### Table 2: Property Path Expressions

| elt, ^elt, (elt) | A group path elt, brackets control precedence. |
| elt1 / elt2 | A sequence path of elt1, followed by elt2 |
| elt1 ^ elt2 | Shorthand for elt1 / ^elt2, that is elt1 followed by the inverse of elt2 |
| elt1 | elt2 | A alternative path of elt1, or elt2 (all possibilities are tried). |
| elt* | A path of zero or more occurrences of elt. |
| elt+ | A path of one or more occurrences of elt. |
| elt? | A path of zero or one elt. |
| elt [n,m] | Exactly n and m occurrences of elt. |
| elt [n] | n occurrences of elt. A fixed length path. |
| elt [n,] | n or more occurrences of elt. |
| elt {n} | Between 0 and n occurrences of elt. |

### Table 3: Comparison of Triple Storage Implementations

<table>
<thead>
<tr>
<th>Classification</th>
<th>Product</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columnar</td>
<td>Cassandra</td>
<td>Limited RDF implementations</td>
</tr>
<tr>
<td></td>
<td>HBase</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Accumulo</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Berkeley DB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dynamo</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ReCal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Riak</td>
<td></td>
</tr>
<tr>
<td>Key Value</td>
<td>Neo4j</td>
<td>Some RDF Support via Tinkerpopp</td>
</tr>
<tr>
<td>Database</td>
<td>OpenLink</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Virtuoso</td>
<td></td>
</tr>
<tr>
<td>RDF Native</td>
<td>Bigdata</td>
<td>Big Data can operate stand-alone or using the Sesame SAIL</td>
</tr>
</tbody>
</table>

Figure 8: SQL recursive queries various platforms

6 Evaluation of Existing Implementations

The comparisons in this paper are based on the Lehigh University Benchmark (LUBM) software tools M. Schmidt [2009]. The tests were performed on an Oracle SPARC machine with 128GB and eight 2.2GHz processors. The Operating system is Solaris 11 running Postgres 9.2, and Oracle database version 11.2 G with the Spatial/RDF option activated. The Sesame version from Aduna at the time was 2.7.8 that utilize the Tomcat 7 servlet engine. All the below implementations utilized Aduna’s Sesame as the RDF front end triple provider. Each have their own SAIL implementation where the SAIL (Storage And Inference Layer) is a low level System API (SPI) for an RDF store and inferencer.

The Oracle SAIL implementation was not compatible with the tested version of Sesame and a minor modification of Oracle SAIL’s Java code was required to prevent a Java exception thrown on initiation.

There were two main requirements to be considered in order to establish a viable triple store repository. The first requirement was that the RDF triples could be loaded quickly and the memory footprint was restricted to 250 megabytes of main memory. The second requirement was that the entire triple store
could be unloaded as an n3 file with a memory footprint less than 250 megabytes.

Figure 9: Comparison of Triple Store Implementations (Load)

Except for the Oracle implementation which failed after only 90 minutes on both the load and extraction test, all other tested implementations were able to load the LUBM RDF triplets. During the Oracle extraction test, the Oracle’s Performance Monitor reported an unusual high number of locks on several tables that contained the triplets and this may have contributed to the upload test failure. Overall, all implementations were unable to extract triplets without incurring a non-trivial memory leak. In addition, the overall performance of the various implementations declined over time.

The SPARQL property path expression support was also tested and the results are described in figure 12. In accordance to the requirements, the only implementation that showed any promise was the Sesame Postgres implementation. The documentation from both Systap’s Bigdata and Sesame’s native file storage did indicate that property path support was available within their implementation. However, both implementations reported a syntax error when the property path clause was specified within the SPARQL select expression.

7 The Minerva Project

The poor performance of the Aduna Sesame product lead to the initiation of the Minerva project which was an attempt to improve upon existing implementations specifically targeting the RDF list ingestion and extraction using the SPARQL property path extension. Taking the experience from the previous tests, this series of implementations was designed to reach the specified memory and storage footprints. This implementation was developed at the Australian Crime Commission as a proof of concept to determine if the triple store supported by the DataStax Cassandra columnar database was feasible. The Aduna Sesame product was discarded in favour of Apache Jena which provided property path support. Cassandra was chosen as the back end database because of its ability to distribute work load amongst multiple nodes and its general availability on most platforms.

Cassandra consists of the following key components: [DataStax, 2014]

- **Cluster**: a container for one more **keyspaces**. A Cassandra instance may contain only one cluster however the cluster may be distributed across one or more computers.
- **Keyspaces**: a container for **column families**. A keyspace is analogous to a schema in a relational database.
- **Column families**: analogous to a tables in a relational database which may contain unlimited number of rows and up to four billion columns. Each row within a column family must have a single unique key to identify the row.
- **Columns**: A column is name-value pair. The name can contain 64 Kilobytes of data and there is no real limitation to the size of the value.
- **Columns**: A column is name-value pair. The name can contain 64 Kilobytes of data and there is no real limitation to the size of the value.

Cassandra has the unique feature where the columns are stored in a nominated order (alphabetic, numeric, date or self-defined). Cassandra also has the concept of a super column which is a column that may contain any number of sub-columns. Support for alternate access to data is provided through secondary indexes. There is no restriction to the number of secondary indexes a column family may contain, however it is recommended that the secondary indexes are of low cardinality.

Keyspaces were used to group triplets into graphs. The Jena ARQ parser provided the graph node and this was used to determine the Cassandra keyspace that contained the triplets. There is no documented limit to the number of keyspaces allowed within a Cassandra instance. HBase shares many of the same attributes with Cassandra except that there is no support for keyspaces.
7.1 Storage and Processing Strategies

The final design determined there were three possible storage and processing strategies which are:

- **Strategy 1 [s1]**: A column family for each predicate within a graph. The column family would comprise of two columns which contain both the subject and object respectively. Secondary indexes would be used to select particular rows if only one the subject or object is known. There is an assumption that there will only be a limited number of predicates within a graph. An MD-5 hash key of both the subject and predicate would be the key to the row. Therefore, a total of five column families are required to store the triplets which are shown in figure 6.

- **Strategy 2 [s2]**: This strategy comprised of three column families which are SPO (Subject, Predicate, Object), OSP (Object, Predicate, Subject) and PSO (Predicate, Subject, Object) to store a triplet’s resources. The PSO column family takes advantage of Cassandra’s capability to store any number of columns within a row. The MD-5 hash was dispensed with in favour of the target artifact value contained within the triplet. The SPO column family would be the subject, the OPS column family would be both the object and the predicate for the PSO column family. There was an exception for the OPS column family in that an MD-5 hash value was used as the key if the object represented a literal.

- **Strategy 3 [s3]**: A column family to contain all the literal values for a specific subject identified by the predicate (Subject, Predicate, Literal). Each row within this column family is referred to as a Node. There are two additional column families for every predicate within the graph and these column families are in the form of SPO (Subject, Predicate, Object) and OSP (Object, Predicate, Subject). For the SPO column families if the object is a literal value then a placeholder - the asterisk character - is used to indicate that the value is stored within a Node column family. Otherwise, the subject and object resources are rows within SPO and OPS column families where the predicate value determines the column family name (see 15).

There were no secondary indexes used in this implementation (see 14).

7.2 Load Performance

All tests were performed on the same hardware as the previous evaluations but were using the latest version of Cassandra which at the time was 2.0.9. The Thrift protocol was used to communicate to Cassandra via an Apache Hector proxy. The load figures clearly demonstrate that the second strategy [s2] clearly outperformed the third strategy [s3] which outperformed the first strategy [s1] (see figure 16). The LUBM test contained approximately 28 predicate uris which meant there was an additional 24 column families and 56 secondary indexes required to support s1 over s2. s3 also required the same 24 additional column families but did not require the secondary index support.

The s1 ingestion test was redone without the secondary indexes and subsequently the performance...
improved dramatically. This confirmed it was secondary index construction that caused the performance degradation, however without secondary indexes this makes s1 unusable.

![Figure 16: Minerva - Load Performance](image)

7.3 Extraction Performance

All strategies could support the nine possible triplet search patterns (see 1). For s1, if the predicate is unknown and a subject or object is specified then all column families have to be searched for any matching triplets. For s2, the presence of the PSO column family that was keyed on the predicate removed the need to search multiple column families. s3 could utilize the column family name which happened to be the predicate uri to efficiently traverse the RDF list structure (see 17). There was no detectable memory leaks with either the s1, s2 or s3 implementations during both the ingestion and extraction tests (see 18).

7.4 Property Path Support

The unbounded property path expression’s performance was problematic for both s1, s2 and not so with s3 (see figure 19). To improve performance of s2 the link triplets involved in RDF list structures were placed in a separate column family with two rows keyed by the rdf:rst and rdf:lst. Each link is assigned an ascending number which is used as the column identifier. This meant that triplets can only ever be appended to an RDF list, therefore if insertions are required anywhere within the list structure other than at the end then the entire list would have to be reconstructed.

7.5 Implementation Acceptance

The decision was made to deploy s3 over s1 and s2. Utilizing s3, tabular data in excess of 60 million rows was loaded in approximately 5 hours and extracted in 6 hours. The initial reaction to triple store implementation has been positive amongst the test audience. However
it took some time to train the users to familiarize themselves with the SPARQL query language syntax and how best to use the property path expression to query directed graph structures.

7.6 Other RDF/Columnar implementations

The University of Texas researched the possibility that HBase could support a high performance Triple Store. The paper identified five possible schema structures and subsequently tested each schema structure in turn. (see figure 4) Vaibhav Khadilkar [2012]

The paper concluded that:

- To support high performance triplet extraction it is better to use wide rows to contain triplets.
- It was not necessary to index literal values contained within an object.

Both IBM Research DB2 and University of Texas HBase implementation were unable to implement the following:

- Support for the SPARQL 1.1 property path extension.
- Provide any form of graph/context support.

8 New Developments

Oracle has two triple store implementations, where one utilizes the Oracle Spatial option which stores the triplets in a number of relational tables, the other implementation stores the triplets in a Oracle NOSQLDB key/value store. Only their NoSQLDB implementation comes with a native SPARQL optimizer.

IBM research has investigated the possibility of utilizing their DB2 database system to provide a platform as a triple store. IBM does state:

“For future work, we are preparing a study on insertion, bulk load and update performance and we are planning to extend our system to support the SPARQL 1.1 standard (including property paths).” Mihaela A. Bornea [2012]

9 Conclusion

Columnar storage solutions such as HBase and Cassandra are suitable candidates to store triples. The proof-of-concept implementation - Minerva - was able
to hold and retrieve unbounded tabular data. The performance characteristics of $s1$ was such that it was not a suitable contender. Overall $s3$ was the superior strategy for storing tabular data utilizing the rdf list structure because it did not need the separate column family required by $s2$. In addition, this strategy did not require the wide rows required by $s2$. In addition to tabular data, Minerva $s2$ was able to contain any directed graph structure, process the LUBM query test suite and implement the SPARQL 1.1 property path expression. At the time of testing, Minerva conclusively outperformed currently available commercial and open source triple store implementations.
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Abstract
Active learning approaches reduce the annotation cost required by traditional supervised approaches to reach the same effectiveness by actively selecting informative instances during the learning phase. However, effectiveness and robustness of the learnt models are influenced by a number of factors. In this paper we investigate the factors that affect the effectiveness, more specifically in terms of stability and robustness, of active learning models built using conditional random fields (CRFs) for information extraction applications. Stability, defined as a small variation of performance when small variation of the training data or a small variation of the parameters occur, is a major issue for machine learning models, but even more so in the active learning framework which aims to minimise the amount of training data required. The factors we investigate are a) the choice of incremental vs. standard active learning, b) the feature set used as a representation of the text (i.e., morphological features, syntactic features, or semantic features) and c) Gaussian prior variance as one of the important CRFs parameters. Our empirical findings show that incremental learning and the Gaussian prior variance lead to more stable and robust models across iterations. Our study also demonstrates that orthographical, morphological and contextual features as a group of basic features play an important role in learning effective models across all iterations.

Keywords: active learning, robustness, effectiveness, conditional random fields, Gaussian prior variance, concept extraction.

1 Introduction
Concept extraction is a significant initial step in any information extraction system and includes recognising meaningful entities and assigning them to predefined classes (e.g., person, organization, location; in the medical domain: problem, test, treatment) (Nadkarni et al., 2011). In this paper we use datasets and tasks in the clinical domain, where the concepts to be extracted are clinical concepts and the documents are clinical records.

The three main approaches to extract target concepts and entities from free text resources are dictionaries, rules and machine learning. Target entities usually appear as multi-token sequences in the text; these often cannot be captured directly using only lexical resources (Gurulingappa, 2012; Meystre et al., 2008; Roberts, 2012). For example in this sentence from the i2b2/VA 2010 dataset (Uzuner et al., 2011):

“She had a workup by her neurologist and an MRI revealed a C5-6 disc herniation with cord compression and a T2 signal change at that level.”

“a C5-6 disc herniation” is a multi-token concept of type “problem”.

Manually creating resources or rules for dictionary and rule-based approaches is not only expensive and time-consuming, but also is a complex, error prone task. Additionally, these approaches are not adaptable and scalable to other domains and languages (Gurulingappa, 2012; Meystre et al., 2008; Nadkarni et al., 2011; Roberts, 2012).

Machine learning-based approaches have been extensively leveraged to extract concepts in several information extraction tasks (Jiang, 2012; Piskorski & Yangarber, 2013).

Since they have first been proposed in 2001, Conditional random fields (Lafferty et al., 2001) and in particular linear-chain CRFs, have shown the most promising results among other supervised machine learning algorithms to extract entities and concepts from text, in particular in the clinical domain (Suominen et al., 2013; Uzuner et al., 2008; Uzuner et al., 2010; Uzuner et al., 2011). This motivates the use of linear chain CRFs in our active learning-based framework. CRFs approaches are supervised and therefore require fairly large amounts of high quality annotated data to build powerful statistical models. Creating the required annotated data to train a supervised model is laborious and expensive due to the necessary manual effort and the domain expert involvement.

Active learning (AL) was introduced to reduce the annotation costs across all supervised machine learning approaches (Settles, 2012) by selectively labelling informative instances and is a well-motivated and promising solution to address the problem of creating costly annotated datasets for training classifiers.

Active learning algorithms are advantageous in machine learning tasks where plenty of unlabelled samples are available and easy to access, but labelled data is scarce and expensive to be prepared. Active learning models are built in an iterative process, unlike other supervised machine learning models. As shown in Figure 1, a first model is built using a supervised algorithm on an initial labelled set, which represents a small portion of the whole annotated data (less than 1%). Then, in an iterative process, “informative” instances are selected using a
query strategy, removal from the unlabelled set and added to the training set to build a new model using the supervised algorithm. The process continues until a stopping point which depends on the task (e.g., reaching at least the same effectiveness as supervised approach). By building a model on informative instances rather than the other instances, the active learning approach guarantees that the highest effectiveness can be yielded by the model.

There are some important elements in the active learning process:

1. When active learning is performed in real situations, a human annotator labels each selected informative instance just after they have been selected. In this paper, instead, we simulate this activity and use the gold standard annotation to label the selected instances.

2. In each iteration of standard active learning, a model is built from scratch, i.e., without considering the model from the previous iteration. However, at each iteration, it is also possible to build a model by updating the model from the previous iteration in an incremental active learning setting.

The main challenge of active learning approaches is to identify informative instances, and therefore it becomes essential to determine which selection criterion (also called query strategy) is the most suitable for a given task. A number of query strategies have been proposed, e.g., uncertainty sampling (Lewis & Catlett, 1994), query-by-committee (Seung et al., 1992), and information density (Settles & Craven, 2008). Uncertainty sampling (Lewis & Catlett, 1994) is currently the most widely used query strategy across active learning tasks and thus in this paper we will consider only uncertainty sampling to select data instances to label.

The goal of active learning is to maximize the effectiveness of the supervised machine learning model by minimizing the annotation effort. All supervised learning algorithms rely on a number of parameters that are typically tuned on a portion of the existing large set of annotated data (e.g., using cross validation). However, in an active learning framework there is less flexibility to build such tuned set of parameters, therefore the selected supervised algorithm needs to be as robust as possible to small changes in the training set and in its parameters, so that it can be used reliably in the active learning process. In particular, previous work (Nguyen & Patrick, 2014) has observed that some AL framework generated large variation in effectiveness of the models built during successive iterations, rendering the choice of a stopping point difficult. It is therefore essential to identify the parameters of the supervised learning model (here CRFs), the feature set used to train the model and the parameters of the AL framework (here standard vs. incremental) in order to establish what values are the most likely to lead to reliable and stable models. Settles and Craven (2008) have studied the effect of different AL query strategies on the effectiveness of concept extraction from text. They have demonstrated that uncertainty sampling methods (least confidence (Lewis & Catlett, 1994), margin (Schaeffer et al., 2001), and entropy (Shannon, 1948)) are computationally the most efficient and, among the tested uncertainty sampling methods, least confidence and sequence entropy achieved better effectiveness compared to others. However, the factors that affect the stability and robustness of the AL models have not yet been investigated. Additionally, there has been no study to measure the impact of the Gaussian prior variance, one parameter of the CRFs model, on the robustness of the classifier.

In this paper we address the following questions: to what extent the AL models are reliable and robust? What factors affect the stability and robustness of the AL models? How different feature sets and parameter values of CRFs influence the robustness of the AL models? How incremental learning can help to build more reliable and robust models within the AL framework?

We answer these questions by conducting an intensive experimental evaluation on data from the i2b2/VA 2010 NLP challenge (Uzuner, et al., 2011) and the ShARe/CLEF 2013 eHealth Evaluation Lab (task 1) (Suominen, et al., 2013). The goal of these challenges is to extract concepts related to medical problems, tests and treatments and disorder mentions, respectively in i2b2/VA 2010 and ShARe/CLEF 2013. We rely on training data from these datasets to train active learning models and leverage the test data to evaluate the robustness of the built models.

The remainder of the paper is organized as follows: Section 2 introduces the feature set, the supervised CRFs approach and the active learning. Section 3 describes our experimental and evaluation settings. Results are reported in Section 4 and discussed in Section 5; Section 6 concludes the paper outlining directions of future investigation.

2 Active Learning Framework

In this section, we explain the features used to describe the data for classification. Then we briefly introduce CRFs and its parameter (Gaussian prior variance). Finally, we explain the query strategy and the incremental active learning settings.
2.1 Features for Conditional Random Fields

Figure 2 shows the feature categories that we use to inform the supervised learning algorithms in both supervised and active learning approaches.

The considered feature sets include rules implemented by regular expressions to identify acronyms, punctuations, capital letters and any combination of digits and letters; suffix and prefix characters with different length (up to 4); character 2-grams, 3-grams, and 4-grams; and a window of three previous and following words.

![Figure 2: Feature groups.](Image)

Engineered features are extracted with the Stanford Part-Of-Speech (POS) tagger (Toutanova et al., 2003) to produce POS tags as standard engineered features. Semantic features comprising of SNOMED CT and UMLS semantic groups as advanced engineered features are obtained using the Medtex system (a medical NLP toolkit) (Nguyen et al., 2009). Here we map semantic group features to “1” and “0” (present and absent, respectively) for each token. To this aim, we first differentiate our target semantic types from all UMLS semantic groups. Target semantic types are specified based on the target concept types required to be extracted (problem, test, and treatment) in the i2b2/VA 2010 dataset and disorder in ShARe/CLEF 2013). For example, the following UMLS semantic groups represent the disorder concepts: Congenital Abnormality, Acquired Abnormality, Injury or Poisoning, Pathologic function, Disease or Syndrome, and Mental or Behavioural Dysfunction, Cell or Molecular Dysfunction, Experimental Model of Disease, Anatomical Abnormality, Neoplastic Process, Sign and Symptoms (Pradhan et al., 2013). We then assign “1” to target semantic types and “0” to non-target semantic types.

2.2 CRFs and Gaussian Prior Variance

The concept extraction problem requires to assign a sequence of labels $\mathbf{y} = (y_1, ..., y_n)$ to a sequence of input tokens $\mathbf{x} = (x_1, ..., x_n)$.

Conditional random fields is a probabilistic method for extracting and labelling sequential data. CRFs naturally encode dependencies between different entities of a sequence and typically outperform other supervised learning algorithms (e.g., support vector machines (Joachims, 1998)) in sequence labelling tasks (Li et al., 2008). In this paper we use a first-order linear-chain CRFs as supervised learning algorithm within the active learning framework.

Conditional random fields models measure the conditional probability of the outputs $(\mathbf{y})$ based on the given inputs $(\mathbf{x})$ with a set of parameters $\theta$:

$$P_{\theta}(\mathbf{y}|\mathbf{x}) = \frac{1}{Z_{\theta}(\mathbf{x})} \exp \left( \sum_{i=1}^{n} f_{\theta}(y_{i-1}, y_i, x_i) \right)$$

where $Z_{\theta}(\mathbf{x})$ is the normalization factor, $f_{\theta}(\cdot)$ are feature functions, and $\theta = (\lambda_1, ..., \lambda_m)$ represent the parameters to weight the corresponding features. Each $f_{\theta}(\cdot)$ is the transition feature function between label state $i$ and $i$ on the sequence $\mathbf{x}$ at position $i$.

The model parameters $\theta$ are estimated by penalized maximum log-likelihood $L$ on some training data $T$ (Tomancik & Hahn, 2009):

$$L(\theta) = \frac{1}{2\sigma^2} \sum_{i=1}^{m} \lambda_i^2$$

Regularization is used to penalize weight vectors with large norm. The regularization parameter $\frac{1}{2\sigma^2}$ specifies the intensity of the penalty. If $\theta$ is modelled using a Gaussian prior, the regularization can be seen as a maximum a posteriori estimation of $\theta$ (Lafferty et al., 2001).

Gaussian prior variance is an important parameter in CRFs, because it prevents over-fitting thus allowing to build reliable and robust models. In particular, the Gaussian prior variance specifies the variance of the feature weights: when the Gaussian prior variance is large, the feature weights deviate more from zero. If the Gaussian prior variance is set to infinite, then the feature weights can assume any real value. The latter case occurs when the values of the feature weights of the learnt model are not constrained by a limit; this results in over-fitting. A generalizable model should then have small feature weights values.

In our experiments, we investigate the effect of the Gaussian prior variance on the robustness and the effectiveness of the learnt AL models.

2.3 Incremental Active Learning and Query Strategy

As shown in Figure 1, in a standard active learning framework, where a pool of unlabelled instances is available, first a supervised model ($\hat{\theta}$) is built on an initial small, randomly selected labelled set. Then a batch of informative instances ($\delta$) is selected using the query strategy $\varphi^Q(\delta)$. The query strategy estimates the informativeness of an unlabelled instance $u_i \in U$ based on the model $\hat{\theta}$. The selected batch of instances is removed from the unlabelled set and added to the labelled set to train a new model “from scratch”, i.e., without considering the parameters from the previous model. This process continues until a stopping criterion is satisfied.

In an incremental setting, all parameter values, including the feature weights, are kept to be updated in a new iteration. This significantly reduces the training time,
because a model does not have to be trained from scratch at each iteration and the parameters are already initialized in the previous step (Figure 3).

In our experiment, we investigate the difference in stability and robustness of the standard and incremental active learning approaches.

### Input:
- Set of labeled instances $L$, set of unlabeled instances $U$, least confidence query strategy $\varphi^\theta_{LC}(u)$, number of instances to be selected in each iteration (batch size) $B$.

### Algorithm:
```
Algorithm:
While stopping criterion not met
1- train $\theta$ model on $L$
   (a) standard learning: train model $\theta$ on $L$ from scratch
   (b) incremental learning: update the model $\theta$ from previous iteration with new $L$
2- for all $u_i \in U$ do:
   $\varphi^\theta_{LC}(u_i) = 1 - P_\theta(\tilde{y}_i | \tilde{\mathbf{x}})$ (Equation 1 and 4)
   End
3- for $b = 1$ to $B$ do:
   $u_b = \arg \max_{u \in U'} \varphi^\theta_{LC}(u)$
   $L = L \cup (u_b, label(u_b))$
   $U = U \setminus u_b$
   End
End
```

Figure 3: The AL framework based on least confidence and incremental vs. standard learning.

### 2.3.1 Query Strategy

At each iteration of the active learning loop, we use uncertainty sampling to query the unlabelled instances and select the most informative instances. Informativeness is estimated according to how uncertain the model is about the label of the unlabelled instance (i.e., the classification uncertainty of the model). Instances with the highest uncertainty are selected for labelling and inclusion in the labelled set used for training in the following iteration.

We use Least Confidence (LC) as it is known as one of the most effective uncertainty sampling methods. LC uses the confidence of the latest model $\theta$ with parameters $\theta$ in predicting the label $\tilde{y}$ of a sequence $\tilde{x}$ (Culotta & McCallum, 2005):

$$\varphi^\theta_{LC}(\tilde{x}) = 1 - P_\theta(\tilde{y} | \tilde{x})$$  \hspace{1cm} (3)

The confidence of the CRFs model is estimated using the posterior probability described in Equation (1) and $\tilde{y}^*$ is the most likely label sequence obtained using the Viterbi algorithm:

$$\tilde{y}^* = \arg \max_{\tilde{y} \in \tilde{Y}} \exp \left( \sum_{i=1}^{n} \sum_{j=1}^{m} \lambda_{ij}(y_{i-1}, y_i, x_i) \right)$$  \hspace{1cm} (4)

The algorithms describing the active learning framework for both the standard and the incremental settings are shown in Figure 3 using the least confidence query strategy.

### 3 Experimental Framework

The experimental framework we propose aims to provide a study of the factors that impact stability and robustness, as well as to investigate the effectiveness of the learnt active learning models. Our experimental framework consists of three consecutive steps, as shown in Figure 4:

1. Investigate the impact of different feature combinations on robustness and effectiveness of the learnt models, when considering the default parameter values for CRFs and the standard AL.
2. Investigate the impact of incremental AL vs. standard AL on robustness and effectiveness of the learnt models, leveraging the best feature combination and the default CRFs parameters.
3. Investigate the impact of the CRFs parameters on robustness and effectiveness of the learnt models when considering the feature set and AL setting that showed the highest effectiveness at steps 1 and 2.

### 3.1 Dataset

Our experiments leverage data and task definitions from the i2b2/VA 2010 NLP task and the ShARe/CLEF 2013 eHealth Evaluation Lab (task 1). We use the same split of train and test sets defined in the original datasets.

The i2b2/VA 2010 NLP task (Uzuner, et al., 2011) requires to extract medical problems, tests and treatments from clinical reports. The reports used in this task are a combination of discharge summaries and progress notes supplied by three different health providers. The training and testing sets include 349 and 477 reports, respectively. These reports are organized as a collection of phrases and sentences (each report file containing a phrase or sentence per line). After dividing the dataset into phrases and sentences, we obtain 30,673 and 45,025 sequences in the training and test set, respectively.
Table 1: The effectiveness of the supervised and the active learning approach (the one exhibiting the highest effectiveness) with respect to O, A, B, and C feature sets (P = Precision, R = Recall, and F1 = F1-measure) (a) i2b2/VA 2010 (b) ShARe/CLEF 2013.

<table>
<thead>
<tr>
<th>Supervised Learning</th>
<th>Active Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>O</td>
<td>0.252</td>
</tr>
<tr>
<td>A</td>
<td>0.725</td>
</tr>
<tr>
<td>B</td>
<td>0.416</td>
</tr>
<tr>
<td>C</td>
<td>0.501</td>
</tr>
</tbody>
</table>

(a)

The ShARe/CLEF 2013 eHealth Evaluation Lab (task 1) (Suominen, et al., 2013) requires to extract and identify disorder mentions from clinical free-text notes. The dataset for this task consists of 200 training and 100 test documents, including discharge summaries, electrocardiogram, echocardiogram, and radiology reports from a U.S. intensive care unit. As for the i2b2/VA 2010 dataset, we divided each report from this dataset into sequences based on line breaks. Overall, this produced 2,742 and 2,325 sequences in the training and test set, respectively.

3.2 Evaluation Methodology

We use the MALLET toolkit (McCallum, 2002) to train CRFs classifiers. For AL, the initial labelled set is formed by randomly selecting 1% of the training data. The batch size is set to 200 sequences for i2b2/VA 2010 and 30 for ShARe/CLEF 2013 across all experiments, leading to a total of 153 and 91 batches, respectively.

Concept extraction effectiveness is measured by Precision, Recall, and F1-measure. Evaluation metrics are computed on test data using the multi-segmentation evaluator implemented in the MALLET toolkit, which considers segments that span across multiple tokens.

The robustness and stability of AL models are analysed by examining the learning curves of the AL approaches across batches. For each batch, learning curves plot the F1-measure achieved by the AL classifier trained with the data contained in the labelled set up to the considered batch.

To further analyse the robustness of AL models, we also perform 10-fold cross validation experiments on the training data. In these experiments the training set is split in ten random sets; for a given fold, nine are used as labelled train data and one as test data. The effectiveness of active learning in each batch is averaged across ten test such folds.

4 Results

Section 4.1 reports the impact of different feature sets on the robustness of the learnt active learning models. Section 4.2 examines how incremental active learning affects the robustness of the learnt models. Finally, Section 4.3 analyses the impact of the CRFs parameter (Gaussian prior variance) on robustness and effectiveness of the active learning models.

4.1 Effect of Feature Sets

We define the following feature sets to evaluate the effect of different features on supervised and active learning approaches:

- **O**: Only token itself as a feature;
- **A**: Observed features;
- **B**: Standard engineered features (POS tags);
- **C**: Advanced engineered features (SNOMED CT and UMLS semantic groups).

We first consider each O, A, B, and C as a separate feature set within the supervised and active learning approaches. Figure 5 demonstrates the learning curve for the active learning approach against the supervised learning effectiveness with different feature groups (O, A, B, and C) for both the i2b2/VA 2010 and ShARe/CLEF 2013 datasets. These experiments consider the standard active learning approach with the default parameter values for the MALLET CRFs. Table 1 reports the highest effectiveness achieved by the active learning approach across the batches using different groups of features (O, A, B, and C) for both datasets.

The results shown in Figure 5 and Table 1 show that token features, POS tags and semantic features, when used alone, provide similar effectiveness on the ShARe/CLEF 2013 dataset, while POS tags and semantic features are generally superior than tokens alone in the i2b2/VA 2010 dataset. However, all these feature sets provide inferior effectiveness when compared to the observed feature set. These results suggest that basic linguistic features (A) including orthographical, morphological and lexical, and contextual features, are generally more effective than other feature sets (O, B, and C) in both supervised and active learning settings.

From Table 1 we can further observe that the best active learning setting adds improvements for each feature set with respect to the supervised approach, e.g. O in i2b2. Also, the best effectiveness of both supervised and active learning approaches is achieved when leveraging observed features (A) in learning process.

Figure 5 shows that AL effectiveness varies greatly across batches. Specifically, when the highest effectiveness is achieved, standard AL does not seem to guarantee that effectiveness to be maintained if more...
Figure 5: Active learning curves across batches (blue line) and supervised effectiveness (orange straight line). The horizontal axis reports the number of batches used to train the classifier in the AL setting, while the vertical axis reports the value of F1-measure obtained by applying the classifier from the corresponding batch (or the whole training data in the case of the supervised classifier) on the test data (I: i2b2/VA 2010 dataset, II: ShARe/CLEF 2013 dataset, a: O, b: A, c: B, d: C).
Figure 6: Active learning curves across the batches (blue line) and supervised effectiveness (orange straight line), using the combination of whole features. The horizontal axis reports the number of batches used to train the classifier in the AL setting, while the vertical axis reports the value of F1-measure obtained by applying the classifier from the corresponding batch (or the whole training data in the case of the supervised classifier) on the test data (a) i2b2/VA 2010 (b) ShARe/CLEF 2013.

batches are included in the training data, i.e. there are substantial fluctuations (and thus instability) in active learning curve. A sudden decrease in effectiveness between a batch \( B_i \) and the subsequent batch \( B_{i+1} \) suggests that the model learnt on data from up to batch \( B_i \) is over-fitted to that labelled set. Hence, the learnt model is not reliable for selecting the informative instances that form the next batch \( B_{i+1} \) from the unlabelled data. On the other hand, the active learning curve produced by representing data using the observed feature set \( A \) is smoother than the learning curves observed for other feature sets. This observation shows that feature set \( A \) leads not only to better effectiveness (Table 1), but also to more robust active learning models that exhibit stability across batches (Figure 5 (I-b and II-b)).

Next, we explore which combination of features provides the highest effectiveness in the active learning settings.

Table 2: The effectiveness of the supervised and the best active learning approach (the one exhibiting the highest effectiveness) using all features (A, B, and C) (P = Precision, R = Recall, and F1 = F1-measure) (a) i2b2/VA 2010 (b) ShARe/CLEF 2013.

<table>
<thead>
<tr>
<th></th>
<th>Supervised Learning</th>
<th>Active Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>All</td>
<td>0.816</td>
<td>0.788</td>
</tr>
</tbody>
</table>

In addition, combining feature sets improves the stability across the active learning batches in both datasets. However, the shapes of the active learning curves suggest that there are other factors, along with the feature sets, that contribute to the robustness and stability of the learnt models.

Figure 7 reports the results obtained when using 10-fold cross validation on the training data for both datasets and when all feature sets are used. In this experiment, active learning effectiveness values are averaged across the testing folds.

The active learning curves reported in Figure 7 are similar to those in Figure 6. Thus, the cross-validation experiments confirm what suggested by the train-test experiments: when all feature sets are combined, the models built using AL are more robust than those built using only one feature set.

Table 2 and Figure 6 show that combining all considered feature sets (O, A, B, and C) provides higher effectiveness than using the individual feature sets alone.
4.2 Effect of Incremental Learning

In this section, we aim to study the effect of standard learning vs. incremental learning on stability and effectiveness of the learnt models within the active learning framework. We leverage the combination of all features and we use the default value of the MALLET CRFs parameters. Incremental active learning is applied throughout the training set, i.e., the values of CRFs parameters are updated in each iteration of active learning. We call this new setting the Incremental Active Learning for Concept Extraction (InALCE) and compare it with the standard active learning framework (ALCE).

Figure 8 reports the F1-measure achieved by ALCE and InALCE compared to the F1-measure obtained by the supervised classifier. Incremental active learning achieves higher effectiveness compared to standard active learning with less training data (i.e. requiring less batches): we suggest that this is because in the incremental active learning approach, the parameters of the learnt CRFs are maintained and updated in the subsequent iteration. While, in standard active learning the CRFs model is built from scratch at each iteration. Incremental learning is less prone to sudden changes in the training data, in particular negative changes. Therefore, the learnt models using incremental active learning in the InALCE framework are more robust rather than the models built using standard active learning in ALCE, as suggested by the smoother learning curve of InALCE when compared to those generated by ALCE. It subsequently leads to more accurate selection of informative instances in each iteration of InALCE and stability across the batches.

4.3 Effect of Gaussian Prior Variance in CRFs setting

As described in Section 2.2, the Gaussian prior variance is an important CRFs parameter as its value influences the robustness of the learnt model. In this section, we investigate the impact of this parameter on the robustness of the AL models built within the incremental AL approach using all features sets (Section 4.1), as this setting provided the highest effectiveness.

The default value for the Gaussian prior variance in MALLET is 10. Smaller values for the Gaussian prior variance limit the deviation of the feature weights from zero: this often avoids over-fitting. However, if the Gaussian prior variance is zero, then it will force all weights to be zero. To explore the impact of this parameter on the stability of the learnt models, we perform an empirical evaluation of different Gaussian prior variance values between 1 and 10 (with a step of 2). The empirical results suggest that a Gaussian prior variance value of 1 leads to the highest effectiveness for both supervised and active learning. This parameter value also exhibit the smoother AL learning curve with respect to the other tested values, resulting in more robust AL models.

Figure 9 reports the effectiveness for both supervised and active learning in un-tuned (Gaussian prior variance set to the default value of 10) and tuned settings (Gaussian prior variance set to 1). As shown in the figure, incremental active learning with tuned parameter provides the highest effectiveness and the most robustness across batches.

5 Discussion

The results reported in Section 4 show that feature sets, incremental learning and CRFs parameters (specifically, the Gaussian prior variance) play an important role in the stability, robustness and effectiveness of the active learning models learnt across batches.

In this paper we showed that the observed feature set (A), which includes orthographical, lexical and morphological, and contextual features, significantly increases the effectiveness of both supervised and active learning classifiers. While POS tags and semantic feature lead to poor effectiveness and unreliable models when used individually, they are useful to augment the data
representation and the highest effectiveness is achieved when combining all feature sets. Our analysis also demonstrated that incremental active learning not only reduces the amount of training data required (also compared to standard AL), but also leads to more robust and more effective models compared to the standard setting. Finally, we have shown that the Gaussian prior variance used in CRFs influences both the effectiveness and the stability of the active learning models. The empirical results have demonstrated that tuning this parameter increases the effectiveness of both supervised and active learning models, but it has a minor effect on the stability compared to the influence of feature sets and the incremental setting.

6 Conclusion and Future work

In this paper, we have established that the robustness and the effectiveness of the active learning models for medical concept extraction depend on: feature set, incremental learning setting, and tuning of the supervised classifier parameters. This was demonstrated by conducting a large empirical evaluation on two medical datasets, the i2b2/VA 2010 and the ShARe/CLEF 2013 (task1). The evaluation showed that basic linguistic and lexical features increase the stability and robustness of the learnt models compared to domain specific semantic features. We also studied the effect of incremental learning and the Gaussian prior variance (CRFs parameter), observing that they increase both the effectiveness and the stability of the learnt models on both datasets.

This work represents the first step in analysing the stability and robustness of the learnt active learning models: further work is required to examine the influence of the considered factors for other types of concept extraction tasks.

7 References


Dynamic Class Prediction with Classifier Based Distance Measure

Şenay Yaşar Sağlam¹ W. Nick Street²

¹ University of Iowa, 108 John Pappajohn Business Building, Iowa City, IA 52242, U.S.A. Email: senay-yasaragslam@uiowa.edu
² University of Iowa, 108 John Pappajohn Business Building, Iowa City, IA 52242, U.S.A. Email: nick-street@uiowa.edu

Abstract
Combining multiple classifiers (ensemble of classifiers) to make predictions for new instances has shown to outperform a single classifier. As opposed to using the same ensemble for all data instances, recent studies have focused on dynamic ensembles in which a new ensemble is chosen from a pool of classifiers specifically for every new data instance. We propose a system for dynamic class prediction based on a new distance measure to evaluate the distance among data instances. We first map data instances into a space defined by the class probability estimates from a pool of two-class classifiers. We dynamically pick classifiers (features) to be used and the k-nearest neighbors of a new instance by minimizing the distance between the neighbors and that instance in a two-step framework. Results of our experiments show that our measure is effective for finding similar instances and our framework helps making more accurate predictions.

Keywords: Classification, Dynamic Ensembles, Confidence, Probability Estimates, Distance Measures, k-NN.

1 Introduction
An ensemble of classifiers consists of a set of trained classifiers whose individual decisions are combined to classify new instances. Most existing methods construct static ensembles, in which only one ensemble is chosen from the pool and used for all new instances. Recently, there have been studies in which each new data instance is treated individually. Since different instances are often associated with different classification difficulties, it is hypothesized that using different classifiers for the classification task rather than a single static ensemble of classifiers can improve performance. In this study, we propose a method to make dynamic predictions to address the following questions:

- To find k-nearest neighbors of a new instance, should original feature space or classifier space be used?
- Is using class probability estimates better than just classifiers’ predictions to find similar instances?
- Is classifiers’ performance on the validation instances helpful when finding similar instances?
- Should all of the classifiers in the pool be used for computing similarity between instances? If not, which criteria should be considered to eliminate certain classifiers?
- After neighbors are found, should we use them to form an ensemble or to make a prediction?

In Section 2, we summarize the earlier studies regarding ensemble of classifiers. In Sections 3 and 4, the general structure of the system and its running time are explained. In Sections 5 and 6, we explain proposed and baseline distance measures. We carry out several experiments to evaluate performance of our framework. The results are presented in Section 7. Finally, Section 8 concludes the paper.

2 Literature Review
Ensembles have received great attention over the past two decades because averaging errors of multiple predictors increases overall accuracy. Ensemble generation methods can use sampling to create different training sets, use different training parameters for the learning algorithm, or employ different learning algorithms on the same training set to generate a diverse set of classifiers (as there is no point in having the same classifier multiple times). Some well-known algorithms for creating ensembles include Bagging (Breiman (1996)), Boosting (Freund & Schapire (1996)), Random Subspace Method (Ho (1998)), and Stacking (Wolpert (1992)). Recently, Overproduce and Choose strategy, in which a large initial pool of candidate classifiers is produced and then a classifier or a subset of classifiers is selected, has been adopted in several studies (Didaci & Giacinto (2004), Dos Santos et al. (2008), Giacinto & Roli (2001), Ko et al. (2008), Woods et al. (1997), Zhang et al. (2006)).
Several factors contribute to the generalization ability of an ensemble. The first is the accuracy of the base classifiers. It is easy to verify that constructing an ensemble with the most accurate classifiers will result in good generalization error. However, since the classifiers require uncorrelated errors for the ensemble to be effective, diversity among them is also important. In other words, combining accurate and diverse classifiers may boost the performance of an ensemble if they have uncorrelated errors (Tumer & Ghosh (1996)). Meanwhile, posterior class probability estimates returned by classifiers have also been considered. For example, confidence measures based on ensembles’ vote margin is proposed by Dos Santos et al. (2008) to improve the quality of their solutions or to be used as an input to a meta classifier in Stacking (Menahem et al. (2009), Ting & Witten (1997)).

Earlier studies regarding this dynamic scheme focus on selecting a classifier based on different features or different regions of the instances, depending on the similarities among them (Didaci et al. (2005), Didaci & Giacinto (2004), Giacinto & Roli (2001), Woods et al. (1997)). In dynamic classifier selection, a single predictor is chosen based on its likelihood to correctly predict the test pattern (Didaci et al. (2005)). For example, dynamic classifier selection approaches based on estimating local competence in selection regions defined by k-nearest neighbors, also known as the k-Nearest Neighbor (k-NN) method, have been proposed by Didaci et al. (2005), Didaci & Giacinto (2004), Giacinto & Roli (2001), Woods et al. (1997). However, unlike the k-NN algorithm, which uses the prediction values from k instances that are “closest” or “most similar” to the new data instance, the prediction of the most competent classifier in the region is used to make the decision.

Similar to the static classifier selection methods, the drawback of dynamic classifier selection methods is that the choice of a single individual classifier over the rest depends on how much we trust in that classifier’s performance. If that classifier makes an incorrect decision, we will not be able to correct that decision. Therefore, a dynamic ensemble selection approach has been proposed by later studies (Dos Santos et al. (2008), Ko et al. (2008), Cavalin et al. (2010)). These studies focus on dynamic ensemble selection rather than a single classifier selection to overcome this drawback. Dos Santos et al. populate a set of candidate ensembles from the base classifiers of the initial pool, then choose an ensemble from that set for each new data instance based on candidate ensembles’ confidence on this instance. Dos Santos et al. define confidence as a measure of the ensemble, based on vote margin, and use it as a second-level objective after optimizing on accuracy and diversity.

Ko et al. propose a method which, for each new data instance, finds its nearest k neighbors in the validation set using the original feature set, and dynamically chooses an ensemble based on the estimated accuracy of the classifiers in this local region of the new data instance. Two different versions of this method are proposed by Ko et al. (2008) in terms of how classifiers are chosen to form an ensemble for the new instance: KNORA-Eliminate and KNORA-Union. KNORA-Eliminate uses the classifiers that correctly classify every instance in the local region of the new instance. However, in KNORA-Union method classifiers that correctly classify at least one of the neighbors are added to the ensemble and each classifier submits a vote for each neighbor it classifies correctly to predict the new instance. Following this approach, Cavalin et al. adopt a hybrid framework and employ the confidence measure defined by Dos Santos et al. (2008) to build the ensembles. However, when the confidence value is not enough, Cavalin et al. search for the “closest” or “most similar” instance to the new instance in the validation set and assign its label to the new instance. Similarity measures are defined based on assigned class labels. We agree that similarity should be based on base classifiers’ outputs as we will not gain much by using the same information (same feature set) used to train the classifiers. However, using predictions of the classifiers alone will not provide enough information to accurately define similarity between points.

With KNORA, Ko et al. indicate that using neighbor information of a new data point even for constructing an ensemble can prove useful. However, it has been shown that using neighbors of a new data instance not just for constructing the ensemble but in fusion with that ensemble’s decision for that instance enhances the performance (Cavalin et al. (2010), Vriesmann et al. (2012)). In particular, Vriesmann et al. find the neighbors of a new data instance based on the original feature space that is also used to train classifiers in the pool. This indeed duplicates the information at hand and increases the performance of the system to a certain point. Cavalin et al. address this issue by defining the similarity between instances based on classifiers’ prediction on the validation and new data instances. However, classifiers’ probability estimates are more informative compared to using the predictions alone. This is because they provide information on not only whether the classifier assigns the same label to these instances, but also how confident it is with its decisions.

3 Proposed Framework

The prediction probability returned by a classifier can be considered as a measure of proximity of a data instance to the decision boundary. This measure can be used to compare multiple instances and to decide whether that particular classifier considers those data instances similar. Our proposed framework consists of two main steps: a static step and a dynamic step. We illustrate both steps as a flow chart in Figure 1.

In the static step (on the left in Figure 1), we have a pool of classifiers, $C = C_1, ..., C_N$, of size $N$, and we map data instances into a new space defined by the class probability estimates from each classifier for
a given class label \( \ell_1 \). Since we consider two-class problems, the choice of class label does not change our results. Next, we find each new instance’s \( k \)-nearest neighbors in the validation set \( V \), of size \( M \), using this space. These \( k \) neighbors, denoted by the set \( V' \), can be considered as the data instances that, on average, the classifiers agree are similar to the new instance. This step is referred to as “static” because, for all new instances, we consider the output of all \( N \) classifiers in the pool.

In the dynamic step of our framework (on the right in Figure 1), we use the results from the static step to select a subset of classifiers \( C' \), of size \( E < N \), from the original pool, \( C \), that are suitable for classifying a given new instance. Reducing the size of the space is important because the number of classifiers in our framework is large and (dis)similarity becomes less meaningful as the feature space dimensionality increases. Our selection method favors classifiers that have high confidence in their predictions for the neighbors identified in the static step (i.e., classifiers for which the predictions are away from the 0.5 decision boundary).\(^1\) Confidence of a classifier \( C_n \) on \( k \) neighbors is calculated as follows:

\[
\text{Conf}_{C_n} = \frac{\sum_{i=1}^{k} \Pr(o_{i,n}|i)}{k}
\]

where \( o_{i,n} \) represents the label assigned to instance \( i \) by classifier \( C_n \), and \( \Pr(o_{i,n}|i) \) represents the probability estimate returned by the classifier for the assigned class label. In other words, the confidence of a classifier on \( k \) neighbors is the average of probability estimates returned for the decisions. Most confident \( E \) classifiers are chosen to form the reduced space. Reducing the size of the classifier set in this manner avoids the unstable behavior that may occur near the decision boundary of some classifiers.

Once the classifier subset, \( C' \), is generated, the original distance measure is reapplied to find a new set of neighbors \( V' \) for the new instance. This neighborhood is then used for the final classification of the instance; the new instance is assigned to the class label most common among its \( k \) neighbors.

### 4 Running Time Analysis

To analyze the running time of the system, we should first evaluate the static and dynamic steps separately. The running time of the static step can be analyzed in two parts: (1) forming the probability space; and (2) finding \( k \) neighbors of a new instance. Forming the probability space consists of getting predictions for \( M \) validation instances from \( N \) classifiers which takes \( O(M \times N) \). This is a preprocessing step as once this space is formed, it will remain same for all new data instances. Finding \( k \) neighbors requires getting prediction for each new instance from \( N \) classifiers (\( O(N) \)), calculating distance between the new instance and validation instances (\( O(M \times N) \)), and finally finding \( k \) instances that are closest to the new instance (\( O(k \times M) \)). Overall, the running time for this static step is \( O(M \times N) \) which is for calculating the distance between a new instance and the validation instance.

The dynamic step is composed of two main parts: (1) reducing the classifier space; and (2) finding new \( k \) neighbors of a new instance. Since predictions for validation instances and \( k \) neighbors of a new instance are already found in the static step, the running time of reducing the space consists of calculating the confidence of classifiers on the neighbors (\( O(k \times N) \)) and finding the most confident \( E \) classifiers (\( O(E \times N) \)). The running time of the rest of the dynamic step can be analyzed in a similar manner to the static step (\( O(k \times E) \)). The overall running time of the whole system is dominated by the running time of the static step as \( k < M \) and \( E < N \).

### 5 Baseline Distance Measures

In this section, we consider three different distance measures for our baseline: Euclidean Distance, Template Matching, and Oracle-Based Template Matching. Two of these measures are proposed by Cavalin et al. (2010) in further detail.

#### 5.1 Euclidean Distance

We first consider the Euclidean Distance (ED) between two data instances, \( i \) and \( j \), which can be expressed as:

\[
ED_{i,j} = \sqrt{\sum_{d=1}^{D} (\phi_{i,j,F_d} - \phi_{i,j,F_d})^2}
\]

\( \phi_{i,j,F_d} = F_d(i) - F_d(j) \)

where a data set consists of the feature set \( F = \{F_d|d = 1, \ldots, D\} \) and \( F_d(i) \) represents the value of feature \( F_d \) for data instance \( i \).

#### 5.2 Template Matching

Given a set of classifiers \( C = \{C_n|n = 1, \ldots, N\} \), Template Matching (TM) considers the percentage of classifiers, denoted by \( TM_{i,j} \), that agree on the label of test instance \( i \) and validation instance \( j \):

\[
TM_{i,j} = \frac{\sum_{n=1}^{N} \alpha_{i,j,n}}{N}
\]

\( \alpha_{i,j,n} = \begin{cases} 1, & \text{if } o_{i,n} = o_{j,n} \\ 0, & \text{otherwise} \end{cases} \)

where \( o_{i,n} \) represents the label assigned to instance \( i \) by classifier \( C_n \) and \( \alpha_{i,j,n} \) represents whether classifier \( C_n \) assigns the same label to instances \( i \) and \( j \). It follows that the higher \( TM_{i,j} \), the more similar the pair of instances \( (i,j) \).

#### 5.3 Oracle-Based Template Matching

Oracle-based Template Matching (OTM) expands upon TM by taking into account the correctness of classifiers on data instances. Specifically, when evaluating the similarity of test instance \( i \) to validation instance \( j \)
using OTM, only those classifiers that correctly classify \( j \) are considered. This measure is represented by the quantity \( OTM_{i,j} \) as follows:

\[
OTM_{i,j} = \sum_{n=1}^{N} \frac{\beta_{i,j,C_n}}{\sum_{n=1}^{N} \gamma_{i,j}}
\]

\[
\beta_{i,j,C_n} = \begin{cases} 
1, & \text{if } o_{i,C_n} = o_{j,C_n} \text{ and } o_{j,C_n} = \text{label}_j \\
0, & \text{otherwise.}
\end{cases}
\]

\[
\gamma_{i,j} = \begin{cases} 
1, & \text{if } o_{j,C_n} = \text{label}_j \\
0, & \text{otherwise.}
\end{cases}
\]

Similar to TM, a higher value of \( OTM_{i,j} \) indicates greater similarity between instances \( i \) and \( j \).

6 Proposed Measures

For our dynamic class prediction framework, we propose two new distance measures: Probability-Based Template Matching and Probability-Based Template Matching with Accuracy. These measures are described in detail below.

6.1 Probability-Based Template Matching

Probability-Based Template Matching (PTM) maps each data instance into an alternate feature space constructed by using the probability estimates of each classifier in the pool as the values of the features. As previously mentioned, for the two-class problems considered in this paper, the probability estimates are taken with respect to a particular class label, and the choice of label is arbitrary. The similarity between instances \( i \) and \( j \), denoted by \( PTM_{i,j} \), is calculated as the Euclidean distance between them in this alternate feature space:

\[
PTM_{i,j} = \sqrt{\frac{\sum_{n=1}^{N} (\phi_{i,j,C_n})^2}{N}}
\]

\[
\phi_{i,j,C_n} = P_{C_n,i} - P_{C_n,j}
\]

where \( P_{C_n,i} \) represents the probability estimate in the alternative feature space for data instance \( i \). Similar to the ED, the pair of instances \((i, j)\) with smallest \( PTM_{i,j} \) is considered to be most similar.

6.2 Probability-Based Template Matching with Accuracy

Probability-Based Template Matching with Accuracy (PTMA) integrates the correctness of classifiers on validation instance \( j \). We focus on the probability estimates returned by the classifier for the correct class label of the new and validation instances. This gives us four different cases as specified in the equation. To avoid one case eliminating the effect of the other cases, we re-scale all values to be between \([0, 1]\).
\[ PTMA_{i,j} = \sqrt{\frac{\sum_{n=1}^{N} (\phi_{i,j,C_n})^2}{N}} \]

\[ \phi_{i,j,C_n} = \begin{cases} 2 | P_{C_n,i} - P_{C_n,j} |, & \text{if } a_{i,C_n} = a_{j,C_n} = \text{label}_j \\ |1 - P_{C_n,i} - P_{C_n,j}|, & \text{if } a_{i,C_n} = a_{j,C_n} \neq \text{label}_j \\ |P_{C_n,i} - P_{C_n,j}|, & \text{if } a_{i,C_n} \neq a_{j,C_n} = \text{label}_j \\ |1 - P_{C_n,i} - P_{C_n,j}|, & \text{if } a_{i,C_n} \neq a_{j,C_n} \neq \text{label}_j \\ \end{cases} \]

We illustrate how these measures differ with a simple example. Tables 1 and 2 show, respectively, the assigned labels and the corresponding probability estimates for class label \( l_1 \) returned by classifiers \( C_1, ..., C_5 \).

### Table 1: Assigned class labels by classifiers

<table>
<thead>
<tr>
<th>( v_1 )</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
<th>( C_5 )</th>
<th>Correct Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 2: Class probabilities (for \( l_1 \)) by classifiers

<table>
<thead>
<tr>
<th>( v_1 )</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
<th>( C_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.51</td>
<td>0.57</td>
<td>0.44</td>
<td>0.80</td>
<td>0.85</td>
</tr>
<tr>
<td>2</td>
<td>0.92</td>
<td>0.89</td>
<td>0.24</td>
<td>0.52</td>
<td>0.35</td>
</tr>
<tr>
<td>3</td>
<td>0.46</td>
<td>0.43</td>
<td>0.53</td>
<td>0.88</td>
<td>0.90</td>
</tr>
</tbody>
</table>

We calculate the relevant measures for data instances \( v_1, v_2, v_3 \) below:

\[ TM_{v_1,v_2} = 0.80, \quad TM_{v_2,v_3} = 0.40 \]

\[ OTM_{v_1,v_2} = 1.00, \quad OTM_{v_2,v_3} = 0.66 \]

\[ PTM_{v_1,v_2} = 0.83, \quad PTM_{v_2,v_3} = 0.19 \]

\[ PTMA_{v_1,v_2} = 0.94, \quad PTMA_{v_2,v_3} = 0.11 \]

We conclude that \( v_1 \) and \( v_2 \) are more similar than \( v_1 \) and \( v_3 \), according to both TM and OTM measures. However, \( v_1 \) and \( v_3 \) are considered more similar instances according to our PTM and PTMA measures. Therefore, considering only the assigned labels to determine similarity may lead to incorrect decisions. This is especially true for instances that are closer to the decision boundary of a classifier, as the classifier provides less confidence in its prediction for those instances.

### 7 Experimental Setup and Results

In our experiments, we use 13 data sets with varying numbers of features and data instances retrieved from the LIBSVM website (Chang & Lin (2011)). A summary of the data sets and the classifiers generated for each is presented in Table 3.

The programming code was written in MATLAB and LIBSVM (Chang & Lin (2011)) was used to construct RBF kernel SVM classifiers. The training parameters were chosen such that classifiers overfit the data. Each experiment was repeated 100 times, with each run registering a unique seed value for the random number generator.

For each run, the data sets are randomly divided into three subsets such that 60% of the instances is used to train classifiers, 20% is used for validation, and the remaining 20% is used for testing. A pool of 1000 classifiers is then constructed for each data set using a combination of bootstrap instance sampling (as in bagging) and random subspace selection on the training set.

In so doing, we ensure that the initial classifier pool is highly diverse. Finally, classifiers with an error rate above 50% are removed from the pool. The last column of Table 3 represents the percentage of the classifiers with less than 50% error rate in the generated pool of classifiers.

In the following sections, we first analyze the static step. In Section 7.2, we perform an experiment to set the value of \( k \) for baseline and proposed \((d)\)similarity measures. Then, we compare the effectiveness of these measures to find the closest \( k \) neighbors to make the predictions in Section 7.2. In Section 7.3, we investigate whether the classifier-based feature space can improve the KNORA method results. In addition, we choose the appropriate distance measure for the KNORA before comparing it with the static step.

Once our comparison for the static step is done, we turn our attention to the dynamic step. We first determine the optimal reduced size in Section 7.4. In Section 7.5, we examine the contribution of the dynamic step in our framework in addition to the static step, while we compare the dynamic step against common benchmarks in Section 7.6. We then explore various strategies in evaluating the dynamic step in Section 7.7. Finally, in Section 7.8, we compare the performance of the dynamic step against that of the ensembles formed by the classifiers for the reduced size.

#### 7.1 Evaluation of Size of Neighborhood

The number of neighbors considered for each similarity measure is crucial. As a preprocessing step, we perform an experiment in which \( k \) is varied over the odd integers from 1 to 25 to find the optimal value. In this step, for each run of a data set, we predict the validation instances using training instances and decide for which \( k \) value maximum accuracy is obtained. Table 4 shows the best \( k \) value for each similarity measure, averaged over all of the runs. We find that the value of

<table>
<thead>
<tr>
<th>Data Set</th>
<th>#Data Points</th>
<th>#Features</th>
<th>%Good Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1a</td>
<td>1905</td>
<td>119</td>
<td>100</td>
</tr>
<tr>
<td>australian</td>
<td>690</td>
<td>14</td>
<td>64.17</td>
</tr>
<tr>
<td>diabetes</td>
<td>768</td>
<td>8</td>
<td>99.74</td>
</tr>
<tr>
<td>german</td>
<td>1000</td>
<td>24</td>
<td>100</td>
</tr>
<tr>
<td>splice</td>
<td>1200</td>
<td>60</td>
<td>52.77</td>
</tr>
<tr>
<td>heart</td>
<td>2009</td>
<td>13</td>
<td>99.44</td>
</tr>
<tr>
<td>liver disorder</td>
<td>345</td>
<td>6</td>
<td>79.46</td>
</tr>
<tr>
<td>sonar</td>
<td>208</td>
<td>60</td>
<td>54.04</td>
</tr>
<tr>
<td>breast cancer</td>
<td>683</td>
<td>10</td>
<td>97.14</td>
</tr>
<tr>
<td>ionosphere</td>
<td>351</td>
<td>34</td>
<td>88.75</td>
</tr>
<tr>
<td>mushrooms</td>
<td>8124</td>
<td>112</td>
<td>54.05</td>
</tr>
<tr>
<td>wina</td>
<td>2477</td>
<td>300</td>
<td>100</td>
</tr>
<tr>
<td>rcv</td>
<td>20242</td>
<td>47236</td>
<td>56.65</td>
</tr>
</tbody>
</table>
7.3 Comparisons against KNORA method

Our proposed framework in Section 3 in both static and dynamic steps finds k nearest neighbors of a new instance. However, unlike KNORA instead of using them to form an ensemble of classifiers it uses neighbors’ labels to make predictions. In this section, we perform experiments to compare our static step against KNORA methods. In addition, KNORA uses Euclidean distance measure to find the neighbors of a new instance and the choice of distance measure had no effect on the performance of KNORA (Vriesmann et al. (2012)). However, the measures considered by Vriesmann et al. (2012) are based on finding distance in the original feature space. We extend Vriesmann et al. (2011) to analyze the effectiveness of KNORA in classifier-based space and find best distance measure for KNORA methods before we perform the comparison against static step of our framework.

7.3.1 Evaluating Similarity Measures for KNORA

KNORA-Eliminate and KNORA-Union are implemented using the measures discussed in Sections 5 and 6: TM, OTM, ED, PTM, and PTMA. A pairwise t-test at α = 0.05 was performed to compare PTM and PTMA against other measures. Entries in tables 7 and 8 represent the number of wins, ties, and losses, respectively, of the proposed measures against the baseline measures (as well as PTMA against PTM) for KNORA methods for 13 datasets considered here. For KNORA-Eliminate PTMA is always superior to the other measures. However, PTM seems to be more suitable for smaller k values. PTM performs better than other measures for KNORA-Union. Interestingly, PTM performs considerably worse compared to others. As a result of this experiment, we can conclude that KNORA performs well in a classifier based space especially with our proposed measures.

Table 7: Pairwise t-test: comparison of (dis)similarity measures for KNORA-Eliminate

<table>
<thead>
<tr>
<th>Data Set</th>
<th>TM</th>
<th>OTM</th>
<th>ED</th>
<th>PTM</th>
<th>PTMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>liver</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>diabetes</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>mushrooms</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>rna</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>sonar</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>splice</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>w1a</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
</tr>
<tr>
<td>a1a</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
</tr>
<tr>
<td>diabetes</td>
<td>41</td>
<td>42</td>
<td>43</td>
<td>44</td>
<td>45</td>
</tr>
<tr>
<td>mushrooms</td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>49</td>
<td>50</td>
</tr>
<tr>
<td>rna</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>54</td>
<td>55</td>
</tr>
<tr>
<td>sonar</td>
<td>56</td>
<td>57</td>
<td>58</td>
<td>59</td>
<td>60</td>
</tr>
<tr>
<td>splice</td>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
<td>65</td>
</tr>
<tr>
<td>w1a</td>
<td>66</td>
<td>67</td>
<td>68</td>
<td>69</td>
<td>70</td>
</tr>
<tr>
<td>a1a</td>
<td>71</td>
<td>72</td>
<td>73</td>
<td>74</td>
<td>75</td>
</tr>
<tr>
<td>diabetes</td>
<td>76</td>
<td>77</td>
<td>78</td>
<td>79</td>
<td>80</td>
</tr>
<tr>
<td>mushrooms</td>
<td>81</td>
<td>82</td>
<td>83</td>
<td>84</td>
<td>85</td>
</tr>
<tr>
<td>rna</td>
<td>86</td>
<td>87</td>
<td>88</td>
<td>89</td>
<td>90</td>
</tr>
<tr>
<td>sonar</td>
<td>91</td>
<td>92</td>
<td>93</td>
<td>94</td>
<td>95</td>
</tr>
<tr>
<td>splice</td>
<td>96</td>
<td>97</td>
<td>98</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>w1a</td>
<td>101</td>
<td>102</td>
<td>103</td>
<td>104</td>
<td>105</td>
</tr>
</tbody>
</table>

7.3.2 Static Step vs. KNORA

Since the size of the ensemble used to make predictions for each new instance changes for KNORA-Eliminate and -Union methods, we analyze the performance of KNORA Eliminate and Union against the static step of our framework. We explore whether k-NN (Static Step) is better than KNORA after neighbors are found by using the proposed measures since the experiments
Table 5: Average accuracy and its standard deviation for (dis)similarity measures

<table>
<thead>
<tr>
<th>Data Set</th>
<th>TM</th>
<th>DTM</th>
<th>LT</th>
<th>PTM</th>
<th>PTMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>diabetes</td>
<td>0.96</td>
<td>0.96</td>
<td>0.93</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>german</td>
<td>0.71</td>
<td>0.72</td>
<td>0.71</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>heart</td>
<td>0.81</td>
<td>0.82</td>
<td>0.80</td>
<td>0.83</td>
<td>0.82</td>
</tr>
<tr>
<td>ionosphere</td>
<td>0.90</td>
<td>0.82</td>
<td>0.78</td>
<td>0.83</td>
<td>0.82</td>
</tr>
<tr>
<td>liver/gladder</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>mushrooms</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>rcv</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>sonar</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>splice</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
</tr>
<tr>
<td>w1a</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 6: Pairwise t-test: comparison of (dis)similarity measures for KNORA-Union

<table>
<thead>
<tr>
<th>k</th>
<th>TM</th>
<th>OTM</th>
<th>LT</th>
<th>PTM</th>
<th>PTMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(5.71)</td>
<td>(6.34)</td>
<td>(6.64)</td>
<td>(7.12)</td>
<td>(5.53)</td>
</tr>
<tr>
<td>3</td>
<td>(7.60)</td>
<td>(6.52)</td>
<td>(5.71)</td>
<td>(2.62)</td>
<td>(4.54)</td>
</tr>
<tr>
<td>5</td>
<td>(5.80)</td>
<td>(6.61)</td>
<td>(5.71)</td>
<td>(5.24)</td>
<td>(3.35)</td>
</tr>
<tr>
<td>7</td>
<td>(5.80)</td>
<td>(4.81)</td>
<td>(3.91)</td>
<td>(2.47)</td>
<td>(2.74)</td>
</tr>
<tr>
<td>9</td>
<td>(5.80)</td>
<td>(4.81)</td>
<td>(6.61)</td>
<td>(1.57)</td>
<td>(1.84)</td>
</tr>
<tr>
<td>11</td>
<td>(3.10)</td>
<td>(2.65)</td>
<td>(2.47)</td>
<td>(2.05)</td>
<td>(2.65)</td>
</tr>
<tr>
<td>13</td>
<td>(3.91)</td>
<td>(5.62)</td>
<td>(5.80)</td>
<td>(1.57)</td>
<td>(1.75)</td>
</tr>
<tr>
<td>15</td>
<td>(5.71)</td>
<td>(4.81)</td>
<td>(4.81)</td>
<td>(1.57)</td>
<td>(1.75)</td>
</tr>
<tr>
<td>17</td>
<td>(3.91)</td>
<td>(3.91)</td>
<td>(5.71)</td>
<td>(1.57)</td>
<td>(1.75)</td>
</tr>
<tr>
<td>19</td>
<td>(3.10)</td>
<td>(4.81)</td>
<td>(5.71)</td>
<td>(1.75)</td>
<td>(1.84)</td>
</tr>
<tr>
<td>21</td>
<td>(4.81)</td>
<td>(4.81)</td>
<td>(5.71)</td>
<td>(1.84)</td>
<td>(1.84)</td>
</tr>
<tr>
<td>23</td>
<td>(3.91)</td>
<td>(2.92)</td>
<td>(5.62)</td>
<td>(1.75)</td>
<td>(1.75)</td>
</tr>
<tr>
<td>25</td>
<td>(3.10)</td>
<td>(1.11)</td>
<td>(5.71)</td>
<td>(1.92)</td>
<td>(1.93)</td>
</tr>
</tbody>
</table>

Table 7: Pairwise t-test: KNORA methods vs. static step

<table>
<thead>
<tr>
<th>k</th>
<th>PTM-S</th>
<th>PTMA-S</th>
<th>PTM-S</th>
<th>PTMA-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1.20)</td>
<td>(3.31)</td>
<td>(1.20)</td>
<td>(3.31)</td>
</tr>
<tr>
<td>3</td>
<td>(1.10)</td>
<td>(3.37)</td>
<td>(5.44)</td>
<td>(3.46)</td>
</tr>
<tr>
<td>5</td>
<td>(1.11)</td>
<td>(3.19)</td>
<td>(5.44)</td>
<td>(3.37)</td>
</tr>
<tr>
<td>7</td>
<td>(0.21)</td>
<td>(3.28)</td>
<td>(5.44)</td>
<td>(3.46)</td>
</tr>
<tr>
<td>9</td>
<td>(0.21)</td>
<td>(3.19)</td>
<td>(5.35)</td>
<td>(3.46)</td>
</tr>
<tr>
<td>11</td>
<td>(0.12)</td>
<td>(3.19)</td>
<td>(4.43)</td>
<td>(3.55)</td>
</tr>
<tr>
<td>13</td>
<td>(0.12)</td>
<td>(3.19)</td>
<td>(5.35)</td>
<td>(3.37)</td>
</tr>
<tr>
<td>15</td>
<td>(0.12)</td>
<td>(2.92)</td>
<td>(4.43)</td>
<td>(3.46)</td>
</tr>
<tr>
<td>17</td>
<td>(0.12)</td>
<td>(2.10)</td>
<td>(4.27)</td>
<td>(3.46)</td>
</tr>
<tr>
<td>19</td>
<td>(0.12)</td>
<td>(2.10)</td>
<td>(4.27)</td>
<td>(3.55)</td>
</tr>
<tr>
<td>21</td>
<td>(0.12)</td>
<td>(2.10)</td>
<td>(4.27)</td>
<td>(3.37)</td>
</tr>
<tr>
<td>23</td>
<td>(0.12)</td>
<td>(2.10)</td>
<td>(4.27)</td>
<td>(3.28)</td>
</tr>
<tr>
<td>25</td>
<td>(0.12)</td>
<td>(2.10)</td>
<td>(4.36)</td>
<td>(3.37)</td>
</tr>
</tbody>
</table>

7.4 Evaluating Reduced Space Size in Dynamic Step

It was shown that the marginal improvement in the performance of an ensemble diminishes for sizes beyond 25 (Breiman (1996)). In this section, we validate and refine this assumption by investigating the effects of the reduced space size on the performance of our framework. Experiments are run with reduced space sizes, E, in increments of 5 over the range of 10 to 50, and the results are tabulated in Table 10. Overall, as shown in the table, the choice of the reduced space size has minimal effect on the performance of the framework. Therefore, for the experiments in Sections 7.5–7.7, the size of the reduced space is kept at 25.
Figure 3: Comparisons of proposed measures against other dis/similarity measures for KNORA Union

Table 10: Pairwise t-test: dynamic vs. static steps across reduced space size (E)

<table>
<thead>
<tr>
<th>E</th>
<th>PTM-S</th>
<th>PTM-A-S</th>
<th>PTMA-S</th>
<th>PTMA-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>(0.9)</td>
<td>(4.4)</td>
<td>(5.5)</td>
<td>(4.4)</td>
</tr>
<tr>
<td>15</td>
<td>(0.8)</td>
<td>(3.3)</td>
<td>(5.4)</td>
<td>(5.1)</td>
</tr>
<tr>
<td>20</td>
<td>(0.9)</td>
<td>(3.3)</td>
<td>(6.3)</td>
<td>(5.8)</td>
</tr>
<tr>
<td>25</td>
<td>(1.8)</td>
<td>(3.3)</td>
<td>(6.3)</td>
<td>(5.8)</td>
</tr>
<tr>
<td>30</td>
<td>(2.4)</td>
<td>(3.3)</td>
<td>(7.2)</td>
<td>(5.8)</td>
</tr>
<tr>
<td>35</td>
<td>(2.7)</td>
<td>(3.3)</td>
<td>(6.3)</td>
<td>(5.8)</td>
</tr>
<tr>
<td>40</td>
<td>(0.9)</td>
<td>(4.4)</td>
<td>(7.2)</td>
<td>(5.8)</td>
</tr>
<tr>
<td>45</td>
<td>(0.10)</td>
<td>(4.3)</td>
<td>(6.3)</td>
<td>(5.8)</td>
</tr>
<tr>
<td>50</td>
<td>(1.3)</td>
<td>(4.3)</td>
<td>(5.4)</td>
<td>(4.9)</td>
</tr>
</tbody>
</table>

7.5 Comparison of Dynamic and Static Steps

This experiment is performed to evaluate the gain achieved by having the dynamic step as part of our framework. Even though the running time of our system is dominated by the static step, for the dynamic step the neighborhood of a new instance is refined using the information retrieved from the static step to form the “Reduced Space” and a new set of neighbors is found. These calculations require some additional time cost to the system.

Tables 11 and 12 compare the results from the static and dynamic steps for both the PTM and PTMA distance measures. In Table 11, we report mean and standard deviation of accuracy from 100 runs in parentheses, respectively. As observed in these two tables, the dynamic step for the PTM and PTMA measures (hereafter referred to as PTM-D and PTMA-D, respectively) consistently outperforms the static step for the ED measure, even for data sets where it underperforms the static step for the PTM and PTMA measures (termed PTM-S and PTMA-S). Further, an important result is that PTMA-D performs at least as well as PTM-S and PTMA-S. However, PTM-D performs significantly worse than PTM-S and PTMA-S. When the classifiers for the reduced space are chosen, it is aimed to find expert classifiers on the neighbor instances and the results from this experiment clearly shows that expert classifiers can be identified by considering not just the confidence but also the accuracy of the classifiers on the neighbors which explains the change in the performance of PTMA-D and PTM-D.

Table 12: Pairwise t-test: dynamic vs. static steps

<table>
<thead>
<tr>
<th>E</th>
<th>PTM-S</th>
<th>PTM-A-S</th>
<th>PTMA-S</th>
<th>PTMA-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>(8.4)</td>
<td>(1.8)</td>
<td>(3.4)</td>
<td>(3.4)</td>
</tr>
<tr>
<td>15</td>
<td>(10.2)</td>
<td>(6.3)</td>
<td>(5.8)</td>
<td></td>
</tr>
</tbody>
</table>

7.6 Dynamic Step vs. Common Benchmarks

We also compared the performance obtained with our framework against the common benchmarks. The baseline benchmarks considered here are:

- Use of the best classifier from set C;
- Use of the 25 best-performing classifiers from set C with majority voting
- Use of a single SVM classifier trained on all of the training data.

In addition, we used “Modified Best Improvement” algorithm to find the best ensemble of size E over the validation set. Since it can be impractical to evaluate all \( \binom{N}{E} \) possible ensembles, as required for the traditional “Best Improvement” algorithm, a modified form of the algorithm is employed: given one of the E classifier slots in the ensemble, each of the \( N-E \) unused classifiers is, in turn, substituted into that slot, and the accuracy of the ensemble is re-evaluated. The classifier that provides the best ensemble performance is permanently assigned to the slot, and the displaced classifier is returned to the pool of unused classifiers. This process is then repeated for the next classifier slot in the ensemble until all slots have been processed. We perform an experiment in which E is set to 25 to find the best ensemble on the validation set for a given data set. Tables 13 and 14 compare the performance of our proposed measures against these benchmarks in terms...
of average accuracy and pairwise t-test results, respectively. From these tables, we conclude that PTMA outperforms all of the benchmarks. Even PTM, a basic distance measure in the probability space, performs better than any of these benchmarks.

Table 14: Pairwise t-test: dynamic vs. benchmark methods

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Best Classifier</th>
<th>Best 25</th>
<th>Single SVM</th>
<th>Best 1ks</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTM-D</td>
<td>(12,10)</td>
<td>(7,4,2)</td>
<td>(8,2,3)</td>
<td>(4,7,2)</td>
</tr>
<tr>
<td>PTMA-D</td>
<td>(12,10)</td>
<td>(9,3,1)</td>
<td>(8,3,2)</td>
<td>(9,3,1)</td>
</tr>
</tbody>
</table>

### 7.7 Evaluating Different Strategies for Dynamic Step

As described in the previous section, our proposed framework takes into account the class prediction probabilities assigned to the $k$-nearest neighbors found in the static step to choose the classifiers whose outputs will be used for generating the reduced probability space for the dynamic step. In this section, we investigate different strategies for selecting a subset of classifiers from the original pool to be used in the dynamic step. In addition to the selection strategy presented earlier, five alternative strategies are also implemented:

- **Local Accuracy (LA):** Classifiers which correctly classify at least one of the $k$ neighbors are added to $C'$. If $|C'| > 25$, then we consider only the top 25 performing classifiers.
- **LA + AccValid:** This strategy is similar to LA; however, if $|C'| < 25$, additional classifiers are selected to reach a size of 25. These classifiers are chosen from the best-performing classifiers on the validation instances that are not already in $C'$.
- **Conditional LA (C + LA):** For this strategy, we only consider the classifiers with $\geq 50\%$ accuracy in the neighborhood. If there is no such classifier found, then the label for a new instance is assigned randomly. If there are more than 25 classifiers, then we consider more accurate 25 classifiers in the region.
- **LA + Closeness (LA + Cl):** If the total number of classifiers which correctly classify at least one of the $k$ neighbors is less than 25, we also add the classifiers which are close to making the correct decision on the neighbors. Closeness is defined as the absolute difference between the probability estimate returned by the classifier for the correct class label and the $0.5$ decision boundary.
- **Minimum Distance (MinDist):** This strategy chooses classifiers that minimize the average distance between a test instance and its neighbors.

Table 15 lists the pairwise t-test results for each of these classifier selection strategies against the static step of our framework. As observed in the table, none of these strategies yield improved accuracy over the static step. In contrast, the selection strategy discussed in Section 7.5 does improve performance over the static step when the PTMA measure is used. Intuitively, this can be understood because of the complementary nature of the classifier selection method, which favors high levels of confidence, and the similarity measure, which favors similar levels of confidence. Further, while the PTM and PTMA measures achieve improved performance by considering instance classification as a continuous range of probabilities rather than as discrete labels—thereby being able to recognize the similarity of two instances close to but on opposite sides of the decision boundary—the area near the decision boundary still reflects uncertainty regarding the nature of the new instance. Therefore, especially refining the static step with PTMA measure to favor high classification confidence on the neighbors while still considering the full range of class label probabilities, as is done in the dynamic step, further improves the accuracy of our framework. However, none of the strategies proposed in this section removes the uncertainty associated with the decision boundary, and therefore they do not offer improved performance.

### 7.8 Dynamic Step vs. Classifiers in the Reduced Space

The reduced space technique of our framework can be considered a dynamic ensemble selection method. In-
stead of performing $k$-NN in this reduced space, those classifiers can be used to form an ensemble to make predictions on the new instance. We performed this experiment with several ensemble and neighborhood size values, $(E$ and $k$) respectively. As mentioned in Section 7.7, we employed different strategies to choose the classifiers to form the reduced space (i.e. the dynamic ensemble). Figures 5 - 8 are plotted based on the difference between the number of wins and losses of dynamic step of our framework against dynamic ensemble selection strategy for a given $(k, E)$ pair.

7.8.1 Dynamic Step vs. Max-Confidence Ensemble

Figures 5 and 6 summarize the comparison results between dynamic framework (with PTM/PTMA) against classifiers chosen to form the reduced space per their confidence on the $k$ neighbors chosen in the static step. Figure 5 show that for PTM measure if $k > 7$ and $E > 11$ our dynamic framework performs at least as well as using the $E$ classifiers that form the reduced space. According to Figure 6, Dynamic Framework is still better than the ensemble built by using the classifiers that are chosen to form the reduced space based on their high confidence on the neighbors of a test instance. Dynamic framework with PTMA does not dominate the ensemble as strongly as PTM does but it almost always performs at least as well as the ensemble.

7.8.2 Dynamic Step vs Local Accuracy Based Selection Methods

The local accuracy based classifier selection methods that are used for reducing the space in the dynamic step of our framework performed similarly. We present results for the $LA$ method in Figures 7 and 8. PTM-D performs worse or similar to dynamic ensemble generated based on local accuracy. However, PTMA-D performs particularly better for smaller $k$ values. Change in ensemble size seems to have no effect in the performance of PTMA-D.

Figure 5: Comparison of Dynamic Step (PTM-D) against the ensemble formed using the classifiers in the reduced space per MaxConf strategy

Figure 6: Comparison of Dynamic Step (PTMA-D) against the ensemble formed using the classifiers in the reduced space per MaxConf strategy

Figure 7: Comparison of Dynamic Step (PTM-D) against the ensemble formed using the classifiers in the reduced space per LA strategy

Figure 8: Comparison of Dynamic Step (PTMA-D) against the ensemble formed using the classifiers in the reduced space per LA strategy

Table 13: Average accuracy and its standard deviation for benchmark methods and dynamic step

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Best Classifier</th>
<th>Best 25</th>
<th>Single SVM</th>
<th>Best Ens</th>
<th>PTM-D</th>
<th>PTMA-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1a</td>
<td>(75.50, 2.33)</td>
<td>(78.06, 1.05)</td>
<td>(82.07, 2.94)</td>
<td>(75.40, 1.40)</td>
<td>(75.11, 1.00)</td>
<td>(79.37, 2.08)</td>
</tr>
<tr>
<td>australian</td>
<td>(75.93, 6.64)</td>
<td>(84.95, 3.03)</td>
<td>(82.07, 2.94)</td>
<td>(85.33, 2.87)</td>
<td>(85.43, 2.79)</td>
<td>(85.79, 2.28)</td>
</tr>
<tr>
<td>breast_cancer</td>
<td>(94.80, 2.19)</td>
<td>(96.45, 1.40)</td>
<td>(95.80, 1.40)</td>
<td>(96.50, 1.47)</td>
<td>(96.63, 1.49)</td>
<td>(96.82, 1.37)</td>
</tr>
<tr>
<td>diabetes</td>
<td>(69.89, 0.6)</td>
<td>(70.01, 0.01)</td>
<td>(70.37, 1.22)</td>
<td>(70.89, 1.15)</td>
<td>(71.65, 1.87)</td>
<td>(71.89, 1.26)</td>
</tr>
<tr>
<td>german</td>
<td>(69.89, 0.6)</td>
<td>(70.01, 0.01)</td>
<td>(70.37, 1.22)</td>
<td>(70.89, 1.15)</td>
<td>(71.65, 1.87)</td>
<td>(71.89, 1.26)</td>
</tr>
<tr>
<td>heart</td>
<td>(72.96, 6.76)</td>
<td>(80.85, 5.30)</td>
<td>(73.37, 5.71)</td>
<td>(80.50, 5.21)</td>
<td>(80.33, 5.45)</td>
<td>(82.53, 4.93)</td>
</tr>
<tr>
<td>ionosphere</td>
<td>(91.80, 3.63)</td>
<td>(93.27, 3.03)</td>
<td>(92.19, 3.09)</td>
<td>(93.21, 2.84)</td>
<td>(94.13, 2.64)</td>
<td>(94.13, 2.47)</td>
</tr>
<tr>
<td>liver_disorder</td>
<td>(63.03, 6.25)</td>
<td>(64.22, 3.86)</td>
<td>(71.13, 4.71)</td>
<td>(68.57, 4.28)</td>
<td>(68.62, 5.71)</td>
<td>(70.49, 4.52)</td>
</tr>
<tr>
<td>mushrooms</td>
<td>(99.76, 0.62)</td>
<td>(99.97, 0.51)</td>
<td>(99.99, 0.01)</td>
<td>(100, 0.0)</td>
<td>(100, 0.0)</td>
<td>(100, 0.0)</td>
</tr>
<tr>
<td>rcv</td>
<td>(95.17, 1.61)</td>
<td>(97.03, 0.26)</td>
<td>(97.17, 0.25)</td>
<td>(97.05, 0.24)</td>
<td>(96.93, 0.37)</td>
<td>(97.03, 0.26)</td>
</tr>
<tr>
<td>sonar</td>
<td>(72.28, 7.73)</td>
<td>(79.54, 6.81)</td>
<td>(73.85, 6.26)</td>
<td>(80.71, 6.50)</td>
<td>(82.68, 5.82)</td>
<td>(80.77, 6.15)</td>
</tr>
<tr>
<td>splice</td>
<td>(55.37, 1.61)</td>
<td>(56.68, 1.44)</td>
<td>(56.18, 1.22)</td>
<td>(56.83, 1.98)</td>
<td>(57.85, 1.96)</td>
<td>(55.25, 1.22)</td>
</tr>
<tr>
<td>w1a</td>
<td>(97.10, 0.18)</td>
<td>(97.11, 0.12)</td>
<td>(97.16, 0.25)</td>
<td>(97.13, 0.16)</td>
<td>(96.79, 0.58)</td>
<td>(97.19, 0.24)</td>
</tr>
</tbody>
</table>
8 Conclusion and Future Work

This work proposes a framework for dynamic class prediction using two distance measures (PTM and PTMA) defined based on the probability estimates returned for a particular class label by classifiers for data instances. These measures are compared to three baseline (dis)similarity measures. From our experiments, we conclude that the two proposed measures outperform the baseline measures. Additionally, our experiments reveal that using classifiers’ outputs is better than using original feature space to find similar instances. We then compare our results from the static and dynamic steps to some of the traditional classifier and ensemble selection methods. We conclude that k-NN in the probability-estimate-based classifier space outperforms the best classifier, the top performing 25 classifiers, an SVM classifier trained using the entire training data set, and the best ensemble (of size 25) on the validation set.

We considered stationary data for the experiments. This framework can easily be generalized to streaming data as new coming data can be buffered. The size of the pool of classifiers can be controlled by replacing the classifier that performs worst on the buffered instances with a classifier trained on these data instances. When a new classifier is trained, validation set can also be updated. The closest validation instances to the buffered instances can be replaced by these new instances if they also have the same labels. Otherwise, the new instances add new information to the system and should be added to the system without removing any other data instances. As a future work, we would like to modify our framework to account for data streams.

In Section 6, PTM and PTMA measures are defined for two class problems. We would also like to consider multi-class problems as an extension. Multi-class problems present several challenges. Most importantly, unlike two-class problems, there is no clear decision boundary in the probability space. Nonetheless, we believe that the measures presented in this paper could easily be modified to investigate multi-class problems. For example, a simple way to overcome this obstacle would be to transform these problems into a set of two-class problems and training base classifiers accordingly. Alternatively, we could instead consider the probability for each class label of each classifier as an orthogonal dimension of the probability space and calculate the Euclidean distance in this space. However, this approach increases the size of the space by a factor equal to the number of class labels, which makes the distance between two instances less meaningful.
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Abstract

Random forest based Learning-to-rank (LtR) algorithms exhibit competitive performance to other state-of-the-art algorithms. Traditionally, each tree of the forest is learnt from a bootstrapped copy (sampled with replacement) of the training set, where approximately 63% examples are unique, although some studies show that sampling without replacement also works well. The goal of using a bootstrapped copy instead of the original training set is to reduce correlation among individual trees, thereby making the prediction of the ensemble more accurate. In this study, we investigate whether we can decrease the correlation of the trees even more without compromising accuracy. Among several potential options, we work with the sub-sample used for learning individual trees. We investigate the performance of a random forest based LtR algorithm as we reduce the size of the sub-samples used for learning individual trees. Experiments on Letor data sets reveal that substantial reduction of training time can be achieved using only small amount of data training data. Not only that, the accuracy is likely to increase while maintaining the same level of performance stability as the baseline. Thus in addition to the existing benefit of being completely parallelizable, this study empirically discovers yet another ingredient of random forest based LtR algorithms for making them one of the top contenders for large scale LtR.

Keywords: Random forest, Learning-to-rank, Scalability, Sub-sampling, Correlation, Bootstrapping.

1 Introduction

When a user submits a query, the task of an information retrieval system is to return a list of documents ordered by the predicted relevance to that query. Traditionally different scoring methods, ranging from simple heuristic models (eg. tf-idf score) to probabilistic models (eg. BM25, Language Models), have been used for this task1. Recently researchers have investigated supervised machine learning techniques for solving this problem. In this setting a training example is a query-document pair, the corresponding is the relevance judgement for the document with respect to the query is considered to be the ground truth label, and the features are measurements of various base rankers (eg. tf-idf score) – this is then called the learning-to-rank (LtR) problem. Many supervised learning methods have been used so far with empirical success over conventional scoring functions (Li 2011), (Liu 2011). Since it has been proven that the ranking error is bounded by both the classification error (Li et al. 2007) and regression error (Cossock & Zhang 2006), people often address the LtR problem using classification or regression framework. In these settings a classification or regression algorithm learns to predict the relevance label (which can also be thought as relevance score) of an individual query-document pair, and then during evaluation time, the documents associated to a query are ranked in decreasing order of these scores. This approach is called pointwise in the literature (Li 2011) because it treats the instances (i.e. feature vectors corresponding to query-document pairs) independently from one another even if two documents are associated with the same query. The benefits of this approach include lower computational and resource requirements as well as simplicity.

1.1 Random Forest

A random forest (Breiman 2001) is a simple, effective, non-parametric learning algorithm which aggregates the outputs of a large number of independent and variant base learners (decision trees in the default setting). Its major benefits over other state-of-the-art methods include inherent parallelizability, ease of tuning and competitive performance. These benefits attract researchers of various disciplines such as Bioinformatics (Qi 2012), Computer Vision (Criminisi & Shotton 2013), and Data Analysis (Ham et al. 2005), where random forest is a very popular choice. For the LtR task, however, its use has not been studied thoroughly. A few LtR algorithms use random forest in a pointwise manner with regression settings such as (Geurts & Louppe 2011) and (Mohan 2010). The authors show that these algorithms, in spite of their relative simplicity as compared to other state-of-the-art techniques, show competitive performance.

1.2 Bootstrapping in Random Forest

Bootstrapping is a well known effective technique in statistical learning, and is an inherent component of random forest. The method builds a bootstrapped sample by randomly choosing an instance with replacement from the original training set of size the same as the original sample. The benefits of bootstrapping include: (i) sound mathematical properties (Hastie et al. 2009, Ch. 8), (ii) for ensemble learning, proper use of it reduces variance and possibly also bias (Friedman & Hall 2007), (iii) for ensemble learning, during training phase, the out-of-bag data can be used to estimate test error (Breiman 2001).

In the existing random forest based pointwise algorithms, simple bootstrapping is used where sampling is performed without any concept of query-document structure of the data. That is, sampling is performed not on
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1(Manning et al. 2008) is a useful work to know about these models.
a per query basis, but rather on a per example (query-document pair) basis. We believe that this may not be the most appropriate approach because it results in fewer documents (and thus less information) per query in the sample. So bootstrapping in our methods ensures that once a query is chosen for inclusion in a training sample (also known as bag), all of its associated documents (examples) are chosen, i.e., we sample the training data on a per query-basis.

The usual practice among the researchers is to perform bootstrapping with replacement (Breiman 2001), but (Friedman 2002), (Friedman & Hall 2007) show that bootstrapping without replacement also works for supervised learning, and moreover, (Ganjisaffar et al. 2011) show that it works well for the LtR task. Bootstrapping without replacement has an additional potential benefit from the perspective of scalability because it reduces the learning time.

Suppose $Q$ is the set of queries pertaining to a training set $T$, and a query $q$ has $n_q$ number of associated documents where its $i^{th}$ document is $d_{i,q}$. The bootstrapping (on a per query basis) procedure is given in Algorithm 1.

**Data**: Training set $T$ containing $(Q)$ queries (and associated documents).

**Result**: Bootstrap/Sub-Sample $T_{sample}$

\[
T_{sample} \leftarrow \emptyset \\
\text{while } \text{size}(T_{sample}) < \text{threshold} \text{ do} \\
q \leftarrow \text{chooseRandomQuery}(Q); \\
T_{sample}.add\{(d_{i,q})_{i=1}^{n_q}\}; \\
\text{if } \text{sampleWithoutReplacement} \text{ then} \\
| \ Q = Q \setminus q; \\
\text{end}
\]

**Algorithm 1**: Bootstrap Sampling / Sub-sampling on a Per Query Basis. The threshold is the required size of the sample.

3 Related Work

Our work is mainly related to two domains. They are described below.

### On reducing the correlation among trees

Some options to reduce correlation have been suggested in some works such as the following. (Robnik-Šikonja 2004) use five different gain functions instead of the Gini index\(^3\) to decrease correlation among the trees for classification and regression tasks. With each of the five functions, their method learns one-fifth of the trees of an ensemble, and yields minor improvement. (Geurts et al. 2006) inject more randomness in a standard random forest in selection of the best split-point\(^4\). They consider only one randomly chosen value for an attribute, but the entire training set is used to learn each tree thereby mitigating the possible benefit of scalability. Later (Geurts & Louppe 2011) apply this algorithm to LtR problem.

Another supervised learning framework which can use bootstrapping is gradient boosting (Friedman 2001). (Ganjisaffar et al. 2011) show that bootstrapping without replacement works well in their gradient boosting based LtR algorithm. As for other supervised learning tasks such as classification and regression, (Friedman 2002) shows in the context of regression that the individual trees of a gradient boosted ensemble can learn from a bootstrapped sample (without replacement) instead of the usual practice of using the original sample. (Friedman & Hall 2007) demonstrate both theoretically and empirically that sampling around $50\%$ of the original training set is approximately equivalent to bagging (in terms of bias/variance considerations) for regression problem.

### On reducing the training set size

Another line of research which is somewhat related to the topic of our paper is on preparing a comparatively smaller, labelled training sample from a larger unlabelled corpus. (Aslam et al. 2009) investigate different methods for sampling from a large corpus. That is, they studied techniques for generating a good training set from a large document collection. Some other works such as (Macdonald et al. 2012),

\(^3\)Gini index is typically used in a random forest, please see (Breiman 2001) for details.

\(^4\)A split-point is a pair of an attribute and a value for that attribute.
(Long et al. 2010), etc. are concerned with the size of the training set. Some other works such as (Donmez & Carboneill 2008), (Yu 2005) etc. also try to find the examples which, if added to a training set, increase the quality of the learned ranking function. All these works try to improve the quality of the training set while limiting its size so that only informative examples are included. Although this line of work is not directly related to our topic, findings from our experiments are applicable after these methods are applied.

Thus to the best of our knowledge, there is no study on the optimal size of sub-sample to be used for leaning each tree of a random forest based LtR algorithm. This study tries to address this question.

4 Approach

In our approach, each tree of an ensemble is learnt from a training set which contains q randomly chosen queries (and associated documents) from the original training set. We start with q = 1, then gradually increase it (as explained in Experiments section) until the sub-sample contains all the queries of the original training set (i.e., with no bootstrapping at all). In order to get reliable values of evaluation metrics, we run 10 independent runs of each experiment, and report the average value of the metrics.

Although random forest is known to perform well with smaller training sets, if q is too small, then there may be a concern about the stability of the model. Hence for the experiments we, besides measuring average performance, analyze the variance of the metrics across 10 runs. We note however that the variance (instability) is not a major concern for random forest because the larger the number of trees an ensemble has, the lower the variance will be (Breiman 2001). In spite of this, in some cases the lack of sufficient computational resources may limit maximum allowable size of an ensemble, making it important to also analyze the variance.

Another approach would be to make use of all queries for building each tree, but to sample the documents per query, starting initially with a small number of documents, and then gradually increasing the number of documents chosen. In this setting, each tree in the ensemble would have the same queries (all the queries) but different subsets of documents – the size of the subset is the same across all trees. We think, however, that there is a subtle issue in this setting which is as follows. As explained earlier, in order to achieve good accuracy, the trees of a random forest need to be representative of random forest based LtR algorithms. This study tries to address this question.

5 Model

The LtR algorithm we use can be thought of as a hybrid of the classification and regression settings. For splitting a node, the classification settings (entropy-based gain) are used. For assigning a label to a test instance, regression settings are used, i.e., when a test instance lands on a leaf of a tree, then instead of predicting the majority class label, the algorithm assigns a real score to the test instance which is the average of the labels of all the documents of that leaf. Finally, in order to calculate an IR metric for evaluation, the documents are sorted in decreasing order using these scores. Thus the training and the testing phases adopt a classification and a regression setting respectively. The procedure for building a tree is given in Algorithm 2. In our experiments, each configuration uses a sample of fixed size b (the number of queries), for learning each tree, and varying b constitutes different configurations (cf. the 1st line of Algorithm 2). We omit the pseudo-code of some routines when the meaning is obvious (chooseRandomFeature(), Split() and entropy()).

Data: Entire (non-bagged) data T, features, number of queries to sample b
Result: A tree of the ensemble $T_{subsampled} \leftarrow \text{getSubsampledData}(T, b)$ (cf. Alg. 1)
$\text{BuildNode}(T_{subsampled})$

Algorithm 2: RandomTree

Data: (Sub-sampled) Data $T$
if $|T| < \text{gainThreshold}$ then
  Store the class distribution of $T$ in this leaf;
  return;
else
  $K \leftarrow 0$;
  while $K < \sqrt{(N)}$ do
    $f \leftarrow \text{chooseRandomFeature}(N)$;
    (gain, bestSplitVal) $\leftarrow$ getMaxGain($T, f$);
    if gain > bestGain then
      gain $\leftarrow$ bestGain;
      bestSplitPoint $\leftarrow (f, \text{bestSplitVal})$;
      $K = K + 1$;
  end
  if bestGain > gainThreshold then
    $(T_{left}, T_{right}) \leftarrow \text{Split}(T, \text{bestSplitPoint})$;
    $\text{BuildNode}(T_{left})$;
    $\text{BuildNode}(T_{right})$;
  else
    Store the class distribution of $T$ in this leaf;
    return;
end

Algorithm 3: BuildNode

6 Experiments

We now discuss the experiments we have performed to understand the effect of sub-sample size on performance of random forest based LtR algorithms.
Data: Data $T$, feature $f$

Result: Best $p$ value for this feature

for $\text{splitVal} \in \text{possibleSplits}(T, f)$ do

$T_{\text{Left}}, T_{\text{Right}} \leftarrow \text{Split}(T, \text{splitVal})$

gain $\leftarrow \text{entropyGain}(T, T_{\text{Left}}, T_{\text{Right}})$

if gain $> \text{bestGain}$ then

$\text{bestSplitVal} \leftarrow \text{splitVal}$

$\text{bestGain} \leftarrow \text{gain}$

end

return ($\text{bestGain}, \text{bestSplitVal}$)

Algorithm 4: MaxGain

Data: parentData $T$, leftChildData $T_L$, rightChildData $T_R$

Result: Gain for this split.

return $\text{entropy}(T) - \left(\frac{|T_L|}{|T|}\text{entropy}(T_L) + \frac{|T_R|}{|T|}\text{entropy}(T_R)\right)$

Algorithm 5: EntropyGain

6.1 Setup

We start with $q = 1$, then gradually increase $q$ such that for a data set we have nearly 25 experiments, ending with the experiment with the original training set (i.e., with no bootstrapping at all).

The Weka machine learning toolkit\(^5\) is modified and extended to run the experiments.

Table 1 shows statistics of some publicly available datasets from Letor repository\(^6\) which have been heavily used for the LTR task. In the Letor repository, each dataset is divided into 5 predefined folds for fairness in comparison between different algorithms, and each fold is further divided into a training, a validation and a test set having 3/5ths, 1/5th and 1/5th of the entire data respectively. We run the experiments using these 5 folds, and report the average results. Two widely used rank-based metrics are measured, namely, NDCG@10 and MAP. There are 1000 trees in each ensemble. The terminating conditions to stop further building a tree to check whether there is no gain in terms of entropy (cf. Algorithm 5) for any potential split of that node. We do not impose any restriction on maximum height of a tree or minimum required instances of a node.

6.2 Result Analysis

Figures 1 and 2 show the performance on validation sets in terms of NDCG@10 and MAP (respectively) of the 10 independent runs of each experiment. In both figures the standard deviation is also shown in the right. In the left-hand side plots of these figures, each point is the NDCG@10 (MAP) of a single run (out of 10) of an experiment where a tree of the ensemble at hand is learnt from a $p$% of random queries of the original training set – $p$ is indicated by the x-axis. The procedure for computing $p$ is as follows: we start with $b = 1$ for all the three datasets\(^7\), then we increase it by 3, 20 and 50 for Ohsumed, MQ2008, and MQ2007 respectively until $b = |Q|$ (i.e. unless all the queries are used), thereby making the total number of different configurations for Ohsumed, MQ2008 and MQ2007 as 22, 25 and 22 respectively. There are 10 points for each $p$ value which show the NDCG@10 (MAP) value for 10 independent runs. For example, for the experiment where each tree of the ensemble uses 60% random queries as its training set, the 10 NDCG@10 (MAP) values are indicated along the vertical line corresponding to $p = 60\%$. A smooth-spline is fitted (with parameter 0.01) in order to capture the trend of a plot (as shown by the black curve). The bar plots in the right-hand side indicate the standard deviations of the NDCG@10 (MAPs) across the 10 runs of each experiment. The values of $x$-axes of the right-hand side plots indicate the same things as that of the left-hand side plots.

The plots show that the performance of the initial configuration is low (except for Ohsumed) which is anticipated because using only one query is not likely to yield good accuracy. Then performance increases, but after using a certain percentage of the queries, it starts to decrease, and this trend of reduction continues until the end. The reduction of accuracy for the configurations beyond the point $p = 63\%$ is already known to the research community as it causes the trees to be more correlated\(^8\), but our experiments suggest that using standard bootstrapping is not the best choice for the LTR problem.

For Ohsumed dataset, using only one query is one of the best configurations in terms of performance. We conjecture that the reason is that Ohsumed has fewer queries and more documents per query than MQ2008 and MQ2007 (cf. Table 1), so one query is sometimes enough to learn a good ranking function, and because of the large number of base learners used in an ensemble, the overall accuracy is high. Another conjecture is, that there are only 63 ($\approx 106.3/5$) queries per fold in the training set of Ohsumed dataset which is comparatively smaller than the ensemble size (i.e. 1000). So each query is used for learning approximately 16 ($\approx 1000/63$) trees, whereas this number stands to only 2 ($\approx 1000/((784).3/5)$) and 1 ($\approx 1000/((1692).3/5)$) for MQ2008 and MQ2007 respectively. Hence we conjecture that as we grow the ensemble size, similar trend (of witnessing better performance using fewer queries per tree) can be found in MQ2008 and MQ2007 as well. We leave this to future work.

As for variance analysis, we focus more on the MAP since it is a comparatively more stable metric than NDCG@10, but we do not omit the NDCG@10 altogether from the discussion. Accordingly, for MQ2008, the variances of the models (represented by standard deviations) after the first configuration seem to be random in the sense that there is no clear trend in the bar plots after the 1st configuration. For MQ2007, there seems to be a consistent trend of small decrease as the sub-sample size increases – this may be due to the fact that the MQ2007 has comparatively large number of queries, so as the number of queries increases, so does the stability of the models. As for Ohsumed, for both MAP and NDCG@10, no clear trend is seen, and the differences seem to be due to relatively small number of independent experiments (10 only).

We conjecture that a reason for insignificant variation of variances across different models\(^9\) is that the large number of base learners used in an ensemble mitigates the possible instability in output.

Figure 3 shows that the training time steadily increases with the increasing percentage of the queries.

Now we need to select the best setting (i.e., the number/percentage of queries) from these experiments, and then to apply this setting to a separate test set in order to corroborate the findings. To select the best setting, we consider only absolute performance since the variances of different sub-sample sizes don’t vary greatly. For Ohsumed, MQ2008 and MQ2007, the best configurations

---

\(^5\)http://www.cs.waikato.ac.nz/ml/weka/

\(^6\)http://research.microsoft.com/en-us/um/beijing/projects/letor/

\(^7\)Recall that $b$ is the number of queries to sample.

\(^8\)In fact, the motivation of injecting randomization in the trees came from this insight (Breiman 2001).

\(^9\)Please note that the $y$-axis in the right-hand side bar plots are quite enlarged, so the differences of variances are actually not very big.
are: 1st (with 1 queries (1.6%)), 2nd (with 21 queries (9%)), and 2nd and 3rd (with 51 and 101 queries (5% and 10%)) respectively – for MQ2007 since only this dataset has a slight trend of decreasing variance as sub-sample size increases, we select two best settings here. Table 2 summarizes the improvements on validation sets of the selected best settings. Across different datasets, only 1.6-10% of the queries are needed to get even better accuracy with similar model variance, and the learning time is reduced by 10-29 times.

Now using the best settings found with the validation sets, we run the experiments on separate test sets. Suggested by Table 2, the number of queries we chose for Ohsummed, MQ2008 and MQ2007 are 1, 41 and 51/101 respectively. Table 3 shows the improvement of accuracy and reduction of learning time of these settings over the baselines (i.e., over 63% sub-sampling).

From the experiments on the test sets, we see that in addition to the increased scalability, on average the accuracy of the models run with our selected best settings is higher than the baselines. This improvement of accuracy is not likely to be a random gain because we have conducted 10 distinct runs of each experiment, and the plots of the Figures 1 and 2 clearly show the average trend of improvement of our configurations over the baselines. We note that in information retrieval, improvement of accuracy by as small amount as 0.01-0.02 (1-2%) in the commonly used metrics such as NDCG and MAP is considered to be considerably better performance (Chapelle et al. 2007, (Xu & Croft 2000).

So far we have not compared performance of random forest based pointwise LtR algorithm with other algorithms. Table 4 shows the comparison between other algorithms whose performance are listed in the Letor website; in addition we run experiments for another state-of-the-art algorithm called LambdaMarts which is the contribution of this paper). The top performances of a metric of a dataset (i.e. of a row) is shown in bold face. The results of the two random forest based algorithms (RF-bt stands for 63% sub-sampling and RF-sb stands for reduced sub-sampling) are copied from Table 3. We see that although very simple as compared to most of the baseline algorithms, in most of the cases the performance of RF-sb (which is the contribution of this paper) is very close to the best value. Let us not forget one inherent benefit of a random forest based algorithm over all other ones listed in Table 4: it is embarrassingly parallelizable as each tree can be learnt in parallel. Table 4 also unveils one important aspect: no single algorithm performs consistently better than others across all data sets. This shows that LtR task is per se a complex task.

7 Discussion

We now summarize the observations from the experiments discussed above.

- Our experiments have empirically discovered that for the datasets we have used, the training time can be reduced by 10-29 times thereby increasing scalability of a random forest based pointwise LtR algorithm while achieving better prediction accuracy and similar level of stability (in terms of standard deviation of results across multiple runs). This is because the plots of Figures 1 and 2 show that for an experiment with the best settings, there is a high probability that the performance will be higher than the baseline.

- The findings depend on the datasets, but the optimal % of queries to be used in each tree definitely lies far below the 63% level as currently being used in the LtR literature and even the 50% which is reported by (Friedman & Hall 2007) for classification and regression tasks, is the optimal value to be used in each tree. Here lies the main contribution of our work. Further research can be done in order to find the aspects, if exist, of a training set which influence the optimum percentage. Some aspects to investigate are: number of queries, average number of documents per query, and average ratio of relevant to irrelevant documents per query.

- By reducing the sub-sample size per tree, we decrease the correlation among the trees which is supposed to cause the error rate of the ensemble to decrease. However, as mentioned in the original paper of random forest (Breiman 2001), there is another aspect which controls the accuracy of the ensemble – the strength of the individual trees. By reducing sub-sample size, the strength is likely to decrease. In spite of this, we still have achieved slightly better performance – this means that the positive effect of decreasing correlation compensates for any negative effect of reducing strength. Inspired by this conjecture, we are currently working on as to how to retain/ increase strength of individual trees in spite of reducing sub-sample size. One idea is to increase the parameter K (randomly chosen features at each split). However, since this will increase the training time linearly, we shall probably loose the benefit of scalability which is currently present in our experiments. So there may be some optimal choice of sub-sample size and K which will both increase accuracy of ensemble and decrease the training time as compared to the baseline (where the baseline uses a bootstrapped sample and $K = \sqrt{|features|}$.

- The findings discovered in this work are in fact somewhat pessimistic. For example, for MQ2008 and MQ2007 datasets, we have showed that the 2nd configurations (having 21 and 51 queries respectively) have the best accuracy. So here the granularity of our experiments could be improved in order to identify the exact number of queries that results in the best performance. Work along this line is in progress.

- There may be a relation between the ensemble size, T and number of queries used to learn each tree, b. For example, if $b = 1$, then each query appears in approximately $\frac{T}{b}$ number of trees. We are working to elicit some sort of relationship between these two parameters.
Figure 1: Performance (NDCG@10) and Standard Deviation of Various Datasets for 1000 trees in an ensemble (With Validation Sets): 1st, 2nd and 3rd rows are for Ohsumed, MQ2008 and MQ2007 respectively. In the left plots, each point is the NDCG@10 of a single run (out of 10) of an experiment (using the % of queries per tree indicated by the x-axis). There are 10 points for a single value in the x-axis implying the NDCG@10 for 10 independent runs. A smooth-spline is fitted (with parameter 0.01). The bar plots in the right-hand side indicate the standard deviations of the NDCG@10s across the 10 runs.

8 Conclusions and Future Work

Random forests has two components which control its accuracy, namely, (1) the correlation between the trees, and (2) the strength of the individual trees. In this work, we have investigated into the former of these two in the context of LtR task. We have used reduced sub-sample per tree to decrease correlation. Experiments show that we can achieve better performance while achieving substantial reduction in the training time – training time is an important factor for large scale LtR task. The stability of the models is also roughly of similar level of the baseline.

We are now working on several directions as mentioned in the Discussion section such as investigating other options for reducing correlation (as well as the training time) and on the better understanding the relationship between the ensemble size and number of queries.
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Figure 3: Training Time (to Learn an Ensemble of 1000 Trees) Vs % of Queries Used to Learn Each Tree (With Validation Sets): (a) Ohsumed (b) MQ2008 (c) MQ2007.

Table 2: Summary of Reduction in Training Time and Improvement of Performance for Validation Set.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Incorrectly Lal (and %) of Queries Used in Reduced Subsample Per Tree</th>
<th>Incorrectly Lal (and %) of Queries Used in Subsample Per Tree in Baseline</th>
<th>Relative Training Time (Speed-up over Baseline)</th>
<th>NDCG@10 of Reduced Sample (Avg of 10 Runs and Std. Dev.)</th>
<th>NDCG@10 of Baseline (Avg of 10 Runs and Std. Dev.)</th>
<th>MAP of Reduced Sample (Avg of 10 Runs and Std. Dev.)</th>
<th>MAP of Baseline (Avg of 10 Runs and Std. Dev.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ohsumed</td>
<td>0.6 (10%)</td>
<td>0.4 (64%)</td>
<td>24 times</td>
<td>0.4435 (0.0025)</td>
<td>0.4291 (0.0025)</td>
<td>0.4435 (0.0025)</td>
<td>0.4291 (0.0025)</td>
</tr>
<tr>
<td>MQ2008</td>
<td>0.4 (10%)</td>
<td>0.4 (64%)</td>
<td>17 times</td>
<td>0.4395 (0.0015)</td>
<td>0.2335 (0.0045)</td>
<td>0.4395 (0.0015)</td>
<td>0.2335 (0.0045)</td>
</tr>
<tr>
<td>MQ2007</td>
<td>0.3 (10%)</td>
<td>0.3 (64%)</td>
<td>9 times</td>
<td>0.4455 (0.0012)</td>
<td>0.4395 (0.0035)</td>
<td>0.4455 (0.0012)</td>
<td>0.4395 (0.0035)</td>
</tr>
</tbody>
</table>


Table 3: Summary of Reduction in Training Time and Improvement of Performance for Test Set (Using Best Settings from Validation Sets).

<table>
<thead>
<tr>
<th>Data Set</th>
<th># (and %) of Queries Used in Reduced Subsample Per Tree</th>
<th># (and %) of Queries Used in Subsample Per Tree in Baseline</th>
<th>Relative Training Time (Speed-up over Baseline)</th>
<th>NDCG@10 of Reduced Sample (Avg of 10 Runs and Std. Dev.)</th>
<th>NDCG@10 of Baseline (Avg of 10 Runs and Std. Dev.)</th>
<th>MAP of Reduced Sample (Avg of 10 Runs and Std. Dev.)</th>
<th>MAP of Baseline (Avg of 10 Runs and Std. Dev.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ohsumed</td>
<td>1 (1.6%)</td>
<td>40 (63%)</td>
<td>29 times</td>
<td>0.4447 (0.0003)</td>
<td>0.4317 (0.0033)</td>
<td>0.4473 (0.0009)</td>
<td>0.4221 (0.0013)</td>
</tr>
<tr>
<td>MQ2006</td>
<td>21 (4.5%)</td>
<td>301 (64%)</td>
<td>17 times</td>
<td>0.2292 (0.0008)</td>
<td>0.2238 (0.0011)</td>
<td>0.4736 (0.0016)</td>
<td>0.4701 (0.0012)</td>
</tr>
<tr>
<td>MQ2007</td>
<td>51 (5%)</td>
<td>651 (64%)</td>
<td>17 times</td>
<td>0.4447 (0.0003)</td>
<td>0.4363 (0.0010)</td>
<td>0.4619 (0.0012)</td>
<td>0.4533 (0.0004)</td>
</tr>
<tr>
<td>MQ2008</td>
<td>101 (10%)</td>
<td>651 (64%)</td>
<td>9 times</td>
<td>0.4453 (0.0016)</td>
<td>0.4363 (0.0010)</td>
<td>0.4624 (0.0004)</td>
<td>0.4533 (0.0004)</td>
</tr>
</tbody>
</table>

Table 4: Comparison Between Random Forest Based Pointwise Algorithms and Various Algorithms. The top performance is shown in boldface. The Algorithms are: ListNet (LN), AdaRank-MAP (AM), AdaRank-NDCG (AN), RankBoost (RB), RankSVM-Primal (RSP), RankSVM-Struct (RSS), LambdaMart (LM), RF-bootstrapped (RF-bt), and RF-reduced-subsampled (RF-sb). The last two algorithms’ (RF-bt and RF-sb) results are copied from Table 3.

<table>
<thead>
<tr>
<th>Data</th>
<th>Metrics</th>
<th>LN</th>
<th>AM</th>
<th>AN</th>
<th>RB</th>
<th>RSP</th>
<th>RSS</th>
<th>LM</th>
<th>RF-bt</th>
<th>RF-sb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ohsumed</td>
<td>N@10</td>
<td>0.441</td>
<td>0.4429</td>
<td>0.4496</td>
<td>0.4302</td>
<td>0.4504</td>
<td><strong>0.4523</strong></td>
<td>0.4367</td>
<td>0.4317</td>
<td>0.4443</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.4457</td>
<td>0.4487</td>
<td><strong>0.4498</strong></td>
<td>0.4411</td>
<td>0.4446</td>
<td>0.4478</td>
<td>0.4173</td>
<td>0.4221</td>
<td>0.4473</td>
</tr>
<tr>
<td>MQ2007</td>
<td>N@10</td>
<td>0.4440</td>
<td>0.4335</td>
<td>0.4309</td>
<td>0.4464</td>
<td>0.4336</td>
<td>0.4397</td>
<td><strong>0.4484</strong></td>
<td>0.4363</td>
<td>0.4423</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.4652</td>
<td>0.4577</td>
<td>0.4602</td>
<td>0.4659</td>
<td>0.4644</td>
<td>0.4675</td>
<td>0.4533</td>
<td>0.4624</td>
<td>0.4624</td>
</tr>
<tr>
<td>MQ2008</td>
<td>N@10</td>
<td>0.2303</td>
<td>0.2288</td>
<td><strong>0.2307</strong></td>
<td>0.2255</td>
<td>0.2279</td>
<td>0.2309</td>
<td>0.2302</td>
<td>0.2238</td>
<td>0.2292</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.4775</td>
<td>0.4764</td>
<td><strong>0.4824</strong></td>
<td>0.4775</td>
<td>0.4744</td>
<td>0.4696</td>
<td>0.4751</td>
<td>0.4701</td>
<td>0.4736</td>
</tr>
</tbody>
</table>
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Abstract:-
Data mining with big datasets and large samples can be problematic, due to increase in complexity and computational times, and bad generalization due to outliers. Using the motivation from extreme learning machines (ELM), in this paper, we propose a novel approach based on annular ELM, involving RANSAC multi model response regularization. Experimental results on different benchmark datasets showed that proposed algorithm based on annular ELM can optimally prune the hidden nodes, and allow better generalization and higher classification accuracy to be achieved as compared to other algorithms, including SVM and OP-ELM for binary and multi-class classification and regression problems.
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1. INTRODUCTION

Neural Networks have been extensively used in many fields due to their ability to approximate complex nonlinear mappings directly from the input sample; and to provide models for a large class of natural and artificial phenomena that are difficult to handle using classical parametric techniques. There are many algorithms for training neural Networks like back propagation, Support Vector Machine (SVM), Hidden Markov Model (HMM) etc. One of the disadvantages of the Neural Network is the learning time involved. In earlier single feed forward networks, the parameter needs to be tuned based on existing dependency between different layers of parameters (weights and biases). For training and tuning the parameters, gradient descent based methods are traditionally used for learning of feed forward neural networks. Gradient descent based learning methods are slow due to slower learning process and rapid convergence to local minima. Thus, in order to avoid these learning issues, iterative learning steps can be very promising for obtaining better learning performance. Some of the earlier work has shown the benefits of single layer feedforward networks – aka SLFNs (with N hidden nodes) ¹ with random chosen input weights and hidden layer biases (as random hidden nodes) to learn exactly N distinct observations. Unlike, the previously proposed manually iterative tuning of parameters of SLFNs, it would be worthwhile to try a better learning strategy for feed forward neural networks, by randomly putting the input weights and hidden layer biases in real time problems.

(Huang, Zhu, & Siew, 2006)[1] proposed a new novel algorithm known as Extreme Machine Learning (ELM) for single hidden layer feed forward neural network which has less computational time and faster speed even on large datasets. The main working core of ELM is random initialization of weights rather than learning through slow process via iterative gradient based learning, such as back-propagation learning proposed in (Abid, Fnaiech, & Najim, 2001)[2]. In Extreme machine learning, the number of hidden nodes and their weights are randomly assigned, which distinguishes the linear differentiable between the output of hidden layer and output layer. The output weights can be determined by linear least square solution of hidden layer output through activation function and the data sample targets.

For N arbitrary distinct samples \((x_i, t_i)\), where \(x_i = [x_{i1}, x_{i2}, \ldots, x_{im}]^T \in \mathbb{R}^m\) and \(t_i = [t_{i1}, t_{i2}, \ldots, t_{im}]^T \in \mathbb{R}^m\), standard SLFNs with N hidden nodes and activation function \(g(x)\) can be mathematically modelled as

\[
\sum_{i=1}^{N} \beta_i g_i(x_j) = \sum_{i=1}^{N} \beta_i g(w_i \cdot x_j + b_i) = 0, (1),
\]

\[j = 1, ..., N,\]

where \(w_i = [w_{i1}, w_{i2}, \ldots, w_{im}]^T\) is the weight vector connecting the \(i^{th}\) hidden node and the input nodes, \(\beta_i = [\beta_{i1}, \beta_{i2}, \ldots, \beta_{im}]^T\) is the weight vector connecting the \(i^{th}\) hidden node and the output nodes, and \(b_i\) is the threshold of the \(i^{th}\) hidden node. \(w_i \cdot x_j\) denotes the inner product of \(w_i\) and \(x_j\). The output nodes are chosen as linear in this paper.

That standard SLFNs with N hidden nodes with activation function \(g(x)\) can approximate these N samples with zero error means that

\[
\sum_{j=1}^{N} \| o_j - t_j \| = 0, \text{ i.e., there exist } \beta_i, w_i \text{ and } b_i \text{ such that}
\]

¹ Copyright (c) 2014, Australian Computer Society, Inc. This paper appeared at Australasian Data Mining Conference (AusDM 2014), Brisbane, 27-28 November 2014. Conference in Research and Practice in Information Technology, Vol. 158. Richi Nayak, Xue Li, Lin Liu, Kok-Leong Ong, Yanchang Zhao, Paul Kennedy Eds. Reproduction for academic, not-for profit purposes permitted provided this text is included.
\[
\sum_{i=1}^{S} \beta_i g_i(w_i \cdot x_j + b_i) = t_j, \quad j = 1, \ldots, N. \tag{2}
\]

The above \(N\) equations can be written compactly as

\[
H \beta = T,
\]

where

\[
H \left( w_1, \ldots, w_N, b_1, \ldots, b_N, x_1, \ldots, x_N \right) =
\begin{bmatrix}
g(w_1 \cdot x_1 + b_1) & \cdots & g(w_1 \cdot x_N + b_N) \\
\vdots & \ddots & \vdots \\
g(w_N \cdot x_1 + b_1) & \cdots & g(w_N \cdot x_N + b_N)
\end{bmatrix}_{N \times N}
\tag{3}
\]

\[
\beta = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_N^T \end{bmatrix}_{N \times m} \quad \text{and} \quad T = \begin{bmatrix} t_1^T \\ \vdots \\ t_N^T \end{bmatrix}_{N \times m}
\tag{4}
\]

\(H\) is called the hidden layer output matrix of the neural network; the \(i\)-th column of \(H\) is the \(i\)-th hidden node output with respect to inputs \(x_1, x_2, \ldots, x_N\).

As named in (Huang et al., 2006)[1], \(H\) is called the hidden layer output matrix of the neural network; the \(i\)-th column of \(H\) is the \(i\)-th hidden node output with respect to inputs. The authors (Huang, Wang, & Lan, 2011)[6] presented a comprehensive survey on extreme learning machines and its applications. Optimally pruned extreme learning machine (OP-ELM) algorithm which is an extension of original ELM algorithm with pruning of neurons using ranking multi-response sparse regression (MRSR) method to design optimal neural architecture removing irrelevant variables was proposed by (Yoan et al., 2010)[13]. (Martínez-Martínez et al., 2011)[8] proposed a new strategy to prune the ELM networks using regularized regression methods to acquire optimal tuned parameters. The algorithm can acquire optimal tuned parameters by identifying the degree of relevance of the weights that connects the \(k\)-th hidden element with the output layer using lasso and ridge regression. Regularized version of least squares regression with several penalties on coefficient vector are used to remove the irrelevant or low relevance hidden nodes to achieve compact neural networks. (Singh & Chetty, 2012)[12] proposed LDA-ELM for classification of brain abnormalities in magnetic resonance images using pattern recognition and machine learning. (Lavneet Singh, 2012)[7] proposed a Novel Approach for protein Structure prediction using Pattern Recognition and Extreme Machine Learning.

The proposed variation of ELM strongly validates that the input weights and hidden layer biases of SLFN can be randomly assigned with infinitely differentiable activation function of hidden layers. By randomly choosing input weights and hidden layer biases, SLFN can act as a linear system on the output weights with linkage of hidden layer to the output layer. These output weights of SLFNs can be determined through simple generalised inverse operation of the hidden layer output matrices. Although the network training based on utilizing ELM is faster than other algorithms and can have improved generalization performance, there are still two major unresolved problems: (1) The only parameter that needs to be determined for ELM is the number of hidden nodes in the hidden layer. In former studies, this parameter is usually obtained by trial and error method that may not be optimal. How to choose the most suitable network structures for different applications is still unknown. (2) ELM sometimes requires a large network structure (large number of hidden nodes in the hidden layer) due to the random process in the initial stage. The issue is whether the network complexity can be further reduced without affecting the generalization performance.

Pruning method is one of the useful heuristic approaches to address the problem of network architecture design. Some researchers have tried to obtain compact ELM networks based on pruning methods. Rong et al. [16] has proposed a pruned ELM (P-ELM) for pattern classification applications, which starts with a large network and then eliminates the hidden nodes with low relevance to the class label. To overcome the drawbacks of regularization or penalty methods, motivated by the idea of using sparse modes and removing redundant variables for better generalization and prediction accuracy, in this paper we propose a novel approach based on RANSAC multi model response regularization, which implements a L1 penalty for the output weights by performing RANSAC multi model response regression between the hidden and output layer.

Rest of the paper is organised as follows. Next Section describes background for the proposed scheme and provides a description of the Annular ELM and Regularized ELM. The details of RANSAC Multi-model response regularization is presented in Section 3, and details of the experimental validation of the proposed scheme on benchmark datasets is presented in Sections 4. The paper concludes in Section 5 with
some key conclusions of this work and plans for further study.

2. Background

2.1 Annular ELM

Circular Back Propagation (CBP) networks [5] improve over the basic formulation of MLP; the CBP model augments the input vector by one additional dimension, which is computed as the norm of the input vector itself. In a classic set-up involving a single layer network, the estimation process supported by the enhanced, CBP network is expressed as

\[ y_{cbp}(x) = \xi \left( b + \sum_{i=1}^{n} w_{ij} \left( \hat{b}_j + \sum_{k=1}^{M} \hat{w}_{jk} x_i + \hat{w}_{j,M} + M \right) \right) \]  (5)

Based on circular back-propagation network, we propose a new architecture network for extreme learning machines known as Annular ELM. The first formation of the annular ELM augments by adding one more dimension in both training and testing data which is computed as

Training data \( i \) = Training data \( i+1 \)

Where \( i = \{1, \ldots, m\} \) as number of observation and \( j = \{1, \ldots, n\} \) as number of features. Similarly

Testing data \( i \) = Testing data \( i+1 \)

As the annular topology is implemented to the input layer and feeded into the hidden layer in ELM network, the random weights of the hidden layer and the bias is redefined as

\[ A_j(x, \hat{w}_j, \hat{b}_j) = \left( \xi (\hat{w}_j, \hat{x} + \hat{b}_j) \right) \]  (6)

which could be rewritten as

\[ A_j(x, \hat{w}_j, \hat{b}_j) = \xi (z_j, \|x - c_j\|^2 + \bar{b}_j) \]  (7)

Where

\[ Z_j = \hat{w}_{j,M+1} \]  (8)

\[ c_j = \left[ \frac{\hat{w}_{j,1}}{2\hat{w}_{j,M} + 1}, \ldots, \frac{\hat{w}_{j,M}}{2\hat{w}_{j,M} + 1} \right] \]  (9)

\[ \bar{b}_j = \frac{1}{\hat{w}_{j,M+1}} \left( \sum_{k=1}^{M} \hat{w}_{j,k} \hat{\hat{b}}_j \right) \]  (10)

Input data \( (X) = [X_{ij}, \ldots, X_{ij+1}] \)

Figure 1:- Architectural Design of Annular ELM based on RANSAC Multi Model Response Regularization

The annular based ELM is able to map both linear and circular separation boundaries by boosting the ability of ELM network. In annular based ELM, the initial hidden weights are chosen randomly only along with the bias too similar to ELM. But, later new random weights and bias are approximated by applying proposed annular functions to estimate the output of hidden layer, known as hidden matrix.

Later, proposed RANSAC multi response regularization is applied to the output of hidden layer using annular ELM topology to prune the hidden units for better generalization and higher accuracy.

2.2 Regularized Extreme Learning Machine

To resolve these limitations of ELM, constructive and heuristic approaches have been proposed in the literature. In most recent years, regularization or penalty approach seems to be significant in resolving the ELM limitations. As in extreme machine learning, there is linear behaviour between hidden layer and output layer, thus as a problem of linear regression, regularization helps to reduce the number of predictors in hidden layer by using sparse model.

Significant work have been done in past for better generalization, faster learning and rate of convergence. But, unfortunately, ELM also suffers with some limitations as outliers, irrelevant variables and number of hidden nodes. To resolve these limitations of ELM, constructive and heuristic approaches have proposed in the literature.

In most recent years, regularization or penalty approach seems to be significant in resolving the ELM
limitations. As in extreme machine learning, there is
linear behaviour between hidden layer and output
layer, thus as a problem of linear regression,
regularization helps to reduce the number of predictors
in hidden layer by using sparse model. Least square
solution with regularization is fitted to the model to
find the nonzero coefficients as output weights for
output layer. Using regularized sparse model, most of
the predictors are moved to zero with increase in
lambda. Thus, it creates a spare model of output
layer of finding the beta coefficients with
respect to lambda with minimum deviation or minimum
convergence with respect to mean square error.
Regularization is applied to regression problems to
select the relevant hidden units, by negotiating a trade-
off between over fitting with respect to network size.
The big architectures are selected for the network
because regularization approach prunes the network
with optimal hidden neurons. In regularization
based ELM, the weights of the input layer connected to
the hidden layer are chosen randomly. The output weights
of the output layer are determined through regularized
regression removing hidden units with an optimized
size of the network. The approach used for
regularization for ELM can be stated as: Lasso
regularization as L_1 penalty

Ridge Regression or L_2 penalty

Elastic net combining both L_1 and L_2 penalty

To define the general case of regularization, as a single
output regression represented as –

\[ Y = Xw + \epsilon \] (11)

with \( X = (X_1, X_2, \ldots, X_n)^T \) are the inputs of a dataset
and \( Y = (Y_1, Y_2, \ldots, Y_n)^T \) are the output and \( W =
(w_1, w_2, \ldots, w_p)^T \) are the regression weights of the
hidden layer. As discussed, the model possess a linear
regression between input layer and output layer, thus
the simple least square solution (OLS) is a heuristic
approach to solve single output regression formulated
as

\[ \min_{\hat{W}} (y - X\hat{W})^T (y - X\hat{W}) \] (12)

Or in least square form

\[ \min_{\hat{W}} \sum_{i=1}^{n} (y_i - x_i\hat{W})^2 \] (13)

with \( \hat{W} = (\hat{w}_1, \ldots, \hat{w}_p)^T \) the estimated regression
weights.

The solution of equation (7) is then obtained by a
pseudo inverse (Moore- Penrose) as

\[ \hat{W}_{OLS} = (X^TX)^+X^TY \] (14)

Moore Penrose is not useful in every numerical
problem if X in (Equation 8) is not full rank.

To improve better generalization and prediction
accuracy, OLS technique doesn’t provide a complete
solution to remove irrelevant variables. Further, OLS
doesn’t use sparse models either, to get related
variables with respect to output. To resolve these
issues with simple OLS approach, regularization
factors or penalty approach added to minimization cost
function in (Equation 8) to get sparse model of OLS
(acquire sparse model which try to shift most of the
irrelevant variables to zero). Regularization or penalty
term lambda with its weights added to minimization
problem with its nonzero coefficients can result in beta
coefficients of particular model to be obtained.

3. RANSAC Multi Model Response

Regularization

The RANSAC (Random Sample Consensus) algorithm
was proposed by (Fischler & Bolles, 1981) to estimate
the parameters of a certain model from a set of data
with large number of outliers. RANSAC approach
takes out the outliers from a data if it doesn’t fit with a
set of parameters within the error threshold with
respect to maximum deviation. RANSAC can handle
outliers greater than 50% of the entire dataset known
as breakdown point.

RANSAC first hypothesizes minimum sample sets
(MSSs) randomly selected from the input dataset and
the parameters of the model are estimated using MSS.
To test the estimated parameters of the model using
MSS, RANSAC checks which element of the entire
dataset is contained within the defined model known as
consensus set (CS). RANSAC rank the consensus with
a set of iterations with respect to estimated probability
at certain threshold. RANSAC is extensively used in
computer vision, motion detection and features
matching of images and is optimized using different
parameters (Raguram, Frahm, & Pollefeys,
2008),(Nistér, 2005),(Chum, Matas, & Kittler,
2003)[10,11,3].

3.1 RANSAC Multi Model Response

Regularization for Regression problems

To implement the RANSAC on regression problems,
we propose RANSAC multi model response
regularization approach, which implements the sequential RANSAC on multiple models. To implement RANSAC, which in our case, are the irrelevant hidden nodes as predictor variables, and H is the hidden matrix as input from Equation 8. In our case, the output weights follow a linear regression between hidden and output layer defined as:

\[ Y = mx + \epsilon \]

Where Y is the output of instances of data, m is the predictor’s weights or slope and x is the input data and \( \epsilon \) is the constant. The output weights follow a linear regression between hidden and output layer defined as:

\[ Y = \text{Output weights} \times H + \epsilon \quad (15) \]

Where

\[ H = \begin{bmatrix} g(w_1 \cdot x_1 + b) & \ldots & g(w_k \cdot x_1 + b) \\ \vdots & \ddots & \vdots \\ g(w_1 \cdot x_N + b) & \ldots & g(w_k \cdot x_N + b) \end{bmatrix}_{N \times k} \]

\[ \text{OutputWeights} = \text{Multi}_RANSAC \begin{bmatrix} g(w_1 \cdot x_1 + b) & \ldots & g(w_k \cdot x_1 + b) \\ \vdots & \ddots & \vdots \\ g(w_1 \cdot x_N + b) & \ldots & g(w_k \cdot x_N + b) \end{bmatrix}_{N \times k}^T \]

\[ CS = \text{RANSAC} \left( \sum_{W=1}^{W} \left( \sum_{j=1}^{k} D_{W,j} \right) \right) \quad (17) \]

\[ D_{Wj} = \{x_{1j}, x_{2j}, \ldots, x_{nj}\} \] be the sets of data H with \( w^{th} \) observations in rows and \( j^{th} \) as hidden nodes predictors in columns of D matrix. For regression problems, sequential RANSAC is implemented on the set of all inliners, D that are generated by W different models where \( W_w = \text{rand}(H_{al}) \). The numbers of models are randomly generated using 20% of the input data.

Multi Models are selected from hidden matrix and RANSAC is implemented by bootstrapping so as to get maximum sparse coefficients of consensus set (CS) for hidden nodes. Multi models from hidden matrix are randomly selected as 20% of data so as to get maximum sparse CS coefficients to prune the hidden nodes. CS ranking helps to determine zero and non-zero coefficients of hidden nodes which is efficiently determined by bootstrapping of RANSAC on selected multi models.

To estimate the parameters of W models, each one is represented by k dimensional parameter vector \( \theta_w \) at each iteration, iter. CS is estimated using (minimum sample set) MSS of each W model. The iteration is run M times which is calculated before and after removing the inliners from data D. The total number of inliners at iteration iter is less than total number of inliners at iteration iter-1. The whole formulation of multiple RANSAC response is defined in (Equation 17).

The set of all inliners D generated by W different models has cardinality CS and can be defined as:

\[ N_I = (N_{I,1} + N_{I,2} + \ldots \ldots N_{I,W}) \]

As RANSAC is a parametric model, the set of parameters need to be defined before implementing RANSAC. These set of parameters can be defined as:

- Epsilon = False alarming rate as the probability of the algorithm throughout all the iterations will never sample a MSS containing only inliners
- Probability of inlier = the probability that a point whose fitting error is less or equal than is actually an inlier
- Sigma = Gaussian noise
- Estimate function = function that returns the estimate of the parameter vector starting from a set of data.
- Mean square function = function that returns the fitting error of the data.
- CS ranking Algorithm = Algorithm to rank the CS of data
- Minimum number of iterations
- Maximum number of iterations
- \( W = 20\% \) of the training data

Let \( M_w(\theta_w) \) defines the manifold of dimension \( k_w \) of all points with respect to parameter \( \theta_w \in R^{k_w} \) for the specified model for \( 1 \leq w \leq W \) with a subset \( S_w \) from D of \( k_w \) elements at iteration i called minimal sample set (MSS). To estimate the parameters of W models, each one represented parameter vector \( \theta_w \). At each i iterations, MSS for each W model is defined and CS is estimated removing all outliers. To combine and fuse the estimated CS computed from i(W) iterations, the whole RANSAC multi model response algorithm can be summarize as follows

### 3.2 RANSAC Multi Model Response Regularization Algorithm

\[ S_w^{(i)} = \text{Sf}(\theta_w) \text{ (CS of w}\text{th model at i}\text{th iteration.}) \]

The all combined updated CS of S (i) (\( \theta_w \)) is updated as

\[ M_{iter} = 100; i = 0 \]

For \( 1 \leq M_{iter}(\text{maximum number of iterations}) \)

Do \( i = i + 1 \)

\[ S^{i}(\theta) = S^{i-1}(\theta) \text{ } \cup \text{ } S^{(i)}(\theta) \]

While \( 1 \leq w \leq W \)

Return \( S^{i}(\theta) \)
To reduce the number of hidden units with respect to ranked CS estimated using RANSAC multi-response algorithm is calculated as

\[
\text{Hidden Layer Output (H)} = S^{(i)} \theta^*_j \text{H}^{(19)}
\]

which reduces the hidden matrix as hidden layer output \(H_1\) into zero and nonzero coefficients of ranked elements with respect to estimated CS. Nonzero coefficients are extracted from sparse matrix which reduces the no of hidden units to which are ranked less giving the hidden units coefficients highly correlated. Thus

\[
\text{Output weights} = (H_1^T H_1)^{-1} H_1^T T
\]

(20)

3.3 RANSAC Multi Model Response Regularization for binary and multiclass problems

The proposed RANSAC multi model response regularization for binary and multiclass problems for ELM is implemented using one against all (OAA) method. As in OAA method, \(j\) binary classifiers will be constructed in which all the training examples will be used at teach time of training. The training data having the original class label \(j_n = (1 \ldots \ldots n)\) have each \(j_n\) elements of positive one class and the remaining training data will be of zero class, creating \(j_n\) models implementing proposed RANSAC multi model response regularization on \((j_n)\) binary classes. Finally, CS defined as \(S'(\Theta)\) of \((j_n)\) classes is computed as

\[
S'(\Theta)_j = \sum_{j=i}^{n} S^{(i)} \Theta_j \cup S^{(i-1)} \Theta
\]

(21)

\[
S'(\Theta) = \sum_{j=1}^{n} S^{(i)} \Theta_j \cup S^{(i)} \Theta_n
\]

(22)

For this, consider the ELM for multi-class classification problem, formulated as \(k\) binary ELM classification problem with the following form:

\[
Hw_j = y_1 \ldots Hw_j = y_j
\]

Where for each \(j\), \(w_j\) is the output weights from the hidden layer to the output layer with output vector \(y_j = (y_{j_1}, \ldots, y_{j_m}) \in R_m\). Thus the output of the hidden layer as \(H\) hidden matrix defines with respect to multiclass binary classifiers as

\[
H_j = \sum_{j=1}^{n} H \ast Y (Y_j = 1)
\]

(23)

where \(H\) is the hidden layer output matrix and \(Y\) is the \(j\) binary classes with \(m^th\) observations of training data and \(n\) binary classes as columns vectors. Thus, we get \(H_j\) hidden matrix where each \(H_j\) belong to each binary class and RANSAC multi response regularization is implemented to acquire CS for each binary class as \(S'(\Theta)_j\). It can be concluded that RANSAC multi response regularization for binary and multiclass problems work in similar fashion as OAA-ELM with \(j\) binary classes with a difference of \(j^n\) label with positive class and rest other classes with -1 class.

To improve better generalization and prediction accuracy, OLS doesn’t provide a complete solution to remove irrelevant variables. OLS doesn’t use sparse models to get related variables with respect to output.to resolve the mentioned issues with simple OLS, regularization factors or penalty approach added to minimization cost function in (Equation 20) to get sparse model of OLS to acquire sparse model which tries to shift most of the irrelevant variables to zero.

\[
X = LSQR (A, B)
\]

attempts to solve the system of linear equations \(A^*X = B\) for \(X\) if \(A\) is consistent, otherwise it attempts to solve the least squares solution \(X\) that minimizes norm \((B - A^*X)\). LSQR is an iterative method to find Ordinary Least Squares solution for large sparse matrix which is analytically equivalent to the standard equation of conjugate gradients, but possess more favourable numerical properties.

The experimental validation of the proposed algorithm on the benchmark datasets, and the extension to other datasets is discussed in next two Sections.

4. Experimental Results

For experimental validation of the proposed algorithm, the performance will be compared with the original ELM approach, the SVM approach, and other machine learning methods using public available benchmarks datasets for regression, binary and multiclass classification.

In the proposed algorithm, different activation functions were used as \(G(a,b,x)\) along with existing algorithms like ELM, MLP and SVM. The different activation functions of hidden layer is defined as:
1. Sigmoid Function
\[G(a, b, x) = \frac{1}{1 + \exp(-(a \cdot x + b))}\]

2. Radial Basis Function
\[G(a, b, x) = (\|x - a\|_b^2 + b^2)^{1/2}\]

For simulations of experimental results, the input weights and the hidden nodes are chosen randomly at the beginning of the iterations and were fixed in rest of the iterations. All experiments were conducted in MATLAB R2010 platform running on windows 7-64 bit operating system with 3.0 GHz Intel® core 2 i5 processor having 8 GB of RAM. LIBSVM is used for the implementation of SVM in matlab and Weka platform. OP-ELM toolbox is used for implementation of OP-ELM(Miche, Sorjamaa, & Lendasse, 2008). RANSAC toolbox is used for implementation and making proposed changes in sequential RANSAC(Zuliani, 2008).

### 4.1 Datasets

For experimental validation of proposed algorithm, several benchmark datasets from UCI machine learning repository [2] were chosen, and are as shown in Table 1 and 2 here. The data sets have all been processed using 10 different random permutations taken with-out replacement; for each permutation, two thirds are taken for the training set, and the remaining third for the test set (see Table 1) by using cross validation function in MATLAB (crossvalind). Training sets are then normalized (zero-mean and unit variance) and test sets are also normalized using the very same normalization factors than for the corresponding training set. The 10 fold cross validation also enables to obtain an estimate of the standard deviation of the results presented (see Table 2). We use the software LIBSVM library for experiments. LIBSVM is a general library for support vector classification and regression, which is available at http://www.csie.ntu.edu.tw/~cjlin/libsvm . As mentioned above, that there are different functions to map data to higher dimensional spaces, practically we need to select the kernel function \(K(x^i; x^j) = \phi(x_j)\phi(x_i)\). There are several types of kernels used for solving different kinds of problems. Each kernel uses different parameters for solving these different problems. For example, some well-known problems with large amount of features, such as text classification, protein folding and image processing problems are reported to be classified more correctly with the linear kernel. In our study, we use the RBF kernel. A learner with the RBF kernel usually performs no worse than others do, in terms of the generalization ability. In this study, we did some simple comparisons and observed that using the RBF kernel the performance is a little better than the linear kernel \(K(x^i; x^j) = \phi(x_j)\phi(x_i)\) for all the problems we studied. Therefore, for the three data sets instead of staying in the original space a non-linear mapping to a higher dimensional space seems useful. Another important issue is the selection of parameters. For SVM training, few parameters such as the penalty parameter \(C\) and the kernel parameter of the RBF function must be determined in advance. Choosing optimal parameters for support vector machines is an important step in SVM design. We use the cross validation on different parameters for the model selection.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Attributes</th>
<th>Classes</th>
<th>Training data size</th>
<th>Testing data size</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDBC</td>
<td>30</td>
<td>2</td>
<td>427</td>
<td>142</td>
</tr>
<tr>
<td>Winconsin_BC</td>
<td>10</td>
<td>2</td>
<td>525</td>
<td>174</td>
</tr>
<tr>
<td>Cleveland</td>
<td>13</td>
<td>2</td>
<td>228</td>
<td>75</td>
</tr>
<tr>
<td>Australian Credit</td>
<td>14</td>
<td>2</td>
<td>518</td>
<td>172</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>2</td>
<td>264</td>
<td>87</td>
</tr>
<tr>
<td>diabetes</td>
<td>8</td>
<td>2</td>
<td>576</td>
<td>192</td>
</tr>
<tr>
<td>Liver Disorders</td>
<td>6</td>
<td>2</td>
<td>259</td>
<td>86</td>
</tr>
<tr>
<td>Iris</td>
<td>4</td>
<td>3</td>
<td>113</td>
<td>37</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>3</td>
<td>134</td>
<td>44</td>
</tr>
<tr>
<td>Glass</td>
<td>9</td>
<td>6</td>
<td>161</td>
<td>53</td>
</tr>
<tr>
<td>Auto Vehicle</td>
<td>18</td>
<td>4</td>
<td>635</td>
<td>211</td>
</tr>
<tr>
<td>Page Blocks</td>
<td>10</td>
<td>5</td>
<td>4105</td>
<td>1368</td>
</tr>
<tr>
<td>Image Seg</td>
<td>19</td>
<td>7</td>
<td>1733</td>
<td>577</td>
</tr>
<tr>
<td>Satellite</td>
<td>56</td>
<td>6</td>
<td>4827</td>
<td>1008</td>
</tr>
</tbody>
</table>

### Table 2. – Regression datasets attributes and classes

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Attributes</th>
<th>Training data size</th>
<th>Testing data size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-MPG</td>
<td>8</td>
<td>294</td>
<td>98</td>
</tr>
<tr>
<td>Machine-CPU</td>
<td>7</td>
<td>157</td>
<td>52</td>
</tr>
<tr>
<td>Servo</td>
<td>5</td>
<td>126</td>
<td>41</td>
</tr>
<tr>
<td>Forest-Fires</td>
<td>13</td>
<td>388</td>
<td>129</td>
</tr>
<tr>
<td>Boston</td>
<td>14</td>
<td>380</td>
<td>126</td>
</tr>
<tr>
<td>Concrete-CS</td>
<td>9</td>
<td>773</td>
<td>257</td>
</tr>
<tr>
<td>Abalone</td>
<td>8</td>
<td>3133</td>
<td>1044</td>
</tr>
<tr>
<td>Wine-(white)</td>
<td>12</td>
<td>3674</td>
<td>1224</td>
</tr>
<tr>
<td>Wine-(Red)</td>
<td>12</td>
<td>1200</td>
<td>399</td>
</tr>
<tr>
<td>Parkinson</td>
<td>22</td>
<td>4407</td>
<td>1468</td>
</tr>
<tr>
<td>Kin-8</td>
<td>9</td>
<td>6144</td>
<td>2048</td>
</tr>
<tr>
<td>Demo</td>
<td>5</td>
<td>1536</td>
<td>512</td>
</tr>
<tr>
<td>Ailerons</td>
<td>40</td>
<td>5366</td>
<td>1788</td>
</tr>
</tbody>
</table>
4.2 Classification Results.

Table 3 depicts the comparative analysis of proposed RANSAC multi model response regularized ELM with support Vector Machine (SVM) and other ELM variants. For each dataset, training data is trained with higher number of hidden nodes so as to prune the network with optimal hidden nodes with better classification accuracy. From Table 3, it can be seen that for binary classification, using sigmoid function; most of the binary datasets shows the higher testing accuracy compared to SVM, ELM and OP-ELM. Using the RBF function (shown in Table 4, the proposed model does not result in better testing accuracy results compared to other algorithms. But in both cases of activation function, RANSAC multi model response regularized ELM prune the number of hidden nodes improving the optimality of the ELM network. The bold numbers in the Table show the high classification and regression accuracy compared to other algorithms considered for the study.

Table 5 depicts the comparative analysis of proposed algorithm with SVM and other variants for multi-class classification. As can be seen from Table 5 using sigmoid and RBF kernel, RANSAC multi model response ELM shows the significant higher testing accuracy results compared to other algorithms for wine, glass, auto and segmentation datasets. Table 6 defines the number of hidden nodes pruned using RANSAC multi model response ELM with optimal higher testing accuracy. As can be seen from Table 6, for binary and multi-class datasets, the RANSAC multi model response ELM significantly prune the number of hidden nodes from higher number of hidden nodes maintaining the higher testing accuracy, faster implementation and better generalization performance for most of the binary and multiclass classification.

Table 3. Experimental results in terms of testing accuracy for binary classification using Sigmoid kernel

<table>
<thead>
<tr>
<th>Datasets</th>
<th>HN</th>
<th>Training(sigmoid)</th>
<th>SVM</th>
<th>ELM</th>
<th>RANSAC-ELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDBC</td>
<td>200</td>
<td>95.77</td>
<td>90.85</td>
<td>95.39</td>
<td>95.81</td>
</tr>
<tr>
<td>Win-BC</td>
<td>200</td>
<td>94.82</td>
<td>89.66</td>
<td>96.53</td>
<td>96.97</td>
</tr>
<tr>
<td>Cleveland</td>
<td>200</td>
<td>76.08</td>
<td>78.67</td>
<td>90.40</td>
<td>83.31</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>200</td>
<td>78.16</td>
<td>79.31</td>
<td>79.45</td>
<td>88.92</td>
</tr>
<tr>
<td>Diabetes</td>
<td>200</td>
<td>69.79</td>
<td>77.60</td>
<td>71.26</td>
<td>76.21</td>
</tr>
<tr>
<td>Liver Disorders</td>
<td>200</td>
<td>58.13</td>
<td>54.65</td>
<td>57.81</td>
<td>65.88</td>
</tr>
</tbody>
</table>

Table 4. Experimental results in terms of testing accuracy for binary classification using RBF kernel

<table>
<thead>
<tr>
<th>Datasets</th>
<th>HN</th>
<th>Training(RBF)</th>
<th>SVM</th>
<th>ELM</th>
<th>RANSAC-ELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDBC</td>
<td>200</td>
<td>97.18</td>
<td>90.74</td>
<td>90.14</td>
<td>83.20</td>
</tr>
<tr>
<td>Win-BC</td>
<td>200</td>
<td>96.55</td>
<td>97.13</td>
<td>90.74</td>
<td>95.78</td>
</tr>
<tr>
<td>Cleveland</td>
<td>200</td>
<td>76.00</td>
<td>87.61</td>
<td>90.55</td>
<td>87.25</td>
</tr>
<tr>
<td>Aus-credit</td>
<td>200</td>
<td>83.72</td>
<td>84.88</td>
<td>81.40</td>
<td>86.03</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>200</td>
<td>78.16</td>
<td>79.31</td>
<td>79.45</td>
<td>88.92</td>
</tr>
<tr>
<td>Diabetes</td>
<td>200</td>
<td>69.79</td>
<td>77.60</td>
<td>71.26</td>
<td>76.21</td>
</tr>
<tr>
<td>Liver Disorders</td>
<td>200</td>
<td>58.13</td>
<td>54.65</td>
<td>57.81</td>
<td>65.88</td>
</tr>
</tbody>
</table>

Table 5. Experimental results in terms of testing accuracy for multiclass classification

<table>
<thead>
<tr>
<th>Datasets</th>
<th>SVM</th>
<th>ELM</th>
<th>RANSAC-ELM</th>
<th>SVM</th>
<th>ELM</th>
<th>RANSAC-ELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>91.89</td>
<td>97.29</td>
<td>95.99</td>
<td>91.30</td>
<td>97.27</td>
<td>95.79</td>
</tr>
<tr>
<td>Wine</td>
<td>93.18</td>
<td>95.45</td>
<td>97.72</td>
<td>91.89</td>
<td>94.85</td>
<td>94.36</td>
</tr>
<tr>
<td>Glass</td>
<td>39.62</td>
<td>51.81</td>
<td>41.50</td>
<td>96.55</td>
<td>50.60</td>
<td>48.79</td>
</tr>
<tr>
<td>Auto</td>
<td>43.60</td>
<td>79.68</td>
<td>58.39</td>
<td>79.94</td>
<td>89.47</td>
<td>91.43</td>
</tr>
<tr>
<td>Page</td>
<td>91.30</td>
<td>94.85</td>
<td>92.17</td>
<td>94.75</td>
<td>97.29</td>
<td>94.36</td>
</tr>
<tr>
<td>Segment</td>
<td>83.88</td>
<td>95.33</td>
<td>87.17</td>
<td>97.29</td>
<td>94.75</td>
<td>94.36</td>
</tr>
<tr>
<td>Satellite</td>
<td>83.64</td>
<td>89.66</td>
<td>83.70</td>
<td>88.20</td>
<td>90.25</td>
<td>90.25</td>
</tr>
</tbody>
</table>

Table 6. Experimental results in terms of number of hidden nodes pruned by proposed method using sigmoid and radial basis functions for binary and multi-class classification

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ELM Hidden Nodes</th>
<th>RANSAC-ELM hidden nodes(sig)</th>
<th>RANSAC-ELM hidden nodes(RBF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDBC</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Wincosin_Breast_cancer</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Australian Credit</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>Liver Disorders</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Liver Disorders</td>
<td>94</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>Iris</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Glass</td>
<td>65</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>Auto Vehicle</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Image Segmentation</td>
<td>232</td>
<td>232</td>
<td>232</td>
</tr>
<tr>
<td>Satellite</td>
<td>250</td>
<td>250</td>
<td>250</td>
</tr>
</tbody>
</table>

4.3 Regression Results.

Table 7 depicts the training accuracy for different regression problem datasets using ELM and proposed algorithm with respect to different kernel function. With both activation functions, for regression problems, RANSAC multi model response regularized ELM prune the number of hidden nodes improving the optimality of the ELM network and least RMSE compared to other algorithms. For regression problems, Table 8 and 9 depict the comparative analysis of proposed RANSAC multi model response regularized ELM
with ELM and other ELM variants using various kernels. As can be seen from Table 8 and 9, RANSAC multi model response annular ELM shows the significant higher testing accuracy results compared to other algorithms on different datasets. Table 10 defines the number of pruned hidden nodes using RANSAC multi model response annular ELM with optimal higher testing accuracy. Figure 3 depicts the confusion matrix using ELM of auto dataset for multiclass classification. As we can see from the Figure 3, the true positive rate is higher for output class with respect to target class.

### Table 7: Experimental results in terms of training root mean square accuracy for regression using sigmoid kernel

<table>
<thead>
<tr>
<th>Datasets</th>
<th>ELR</th>
<th>RANSAC-ELRM</th>
<th>ELR</th>
<th>RANSAC-ELRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-MPG</td>
<td>200</td>
<td>1.4339</td>
<td>1.5571</td>
<td>1.6019</td>
</tr>
<tr>
<td>Servo</td>
<td>200</td>
<td>1.7221</td>
<td>5.4645e-05</td>
<td>7.0477e-28</td>
</tr>
<tr>
<td>Forest</td>
<td>200</td>
<td>0.9071</td>
<td>1.2545</td>
<td>0.9449</td>
</tr>
<tr>
<td>Boston</td>
<td>200</td>
<td>2.7443</td>
<td>3.0085</td>
<td>8.6616</td>
</tr>
<tr>
<td>Concrete</td>
<td>200</td>
<td>20.3213</td>
<td>14.9237</td>
<td>40.3428</td>
</tr>
<tr>
<td>Wine-W</td>
<td>200</td>
<td>3.8052</td>
<td>3.8399</td>
<td>3.9294</td>
</tr>
<tr>
<td>Wine-R</td>
<td>200</td>
<td>0.4576</td>
<td>0.4440</td>
<td>1.3179</td>
</tr>
<tr>
<td>Parkinson</td>
<td>200</td>
<td>0.0012</td>
<td>0.0011</td>
<td>0.0061</td>
</tr>
<tr>
<td>Demo</td>
<td>200</td>
<td>1.1882</td>
<td>1.1902</td>
<td>1.1867</td>
</tr>
<tr>
<td>Ailerons</td>
<td>200</td>
<td>3.4750e-08</td>
<td>2.3821e-08</td>
<td>1.8721e-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Experimental results in terms of testing root mean square accuracy for regression using Sigmoid kernel

<table>
<thead>
<tr>
<th>Datasets</th>
<th>HN</th>
<th>OP-ELM</th>
<th>RANSAC-ELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-MPG</td>
<td>200</td>
<td>11.7282</td>
<td>91.2388</td>
</tr>
<tr>
<td>Machine-CPU</td>
<td>200</td>
<td>2.0269e+04</td>
<td>6.2133e+08</td>
</tr>
<tr>
<td>Servo</td>
<td>200</td>
<td>0.5501</td>
<td>11.4059</td>
</tr>
<tr>
<td>Forest-Fires</td>
<td>200</td>
<td>4.6637</td>
<td>3.5861</td>
</tr>
<tr>
<td>Boston</td>
<td>200</td>
<td>29.8807</td>
<td>36.5606</td>
</tr>
<tr>
<td>Concrete-CS</td>
<td>200</td>
<td>223.4046</td>
<td>58.5347</td>
</tr>
<tr>
<td>Abalone</td>
<td>200</td>
<td>6.1798</td>
<td>10.6831</td>
</tr>
<tr>
<td>Wine-(white)</td>
<td>200</td>
<td>0.5494</td>
<td>0.5251</td>
</tr>
<tr>
<td>Wine-(Red)</td>
<td>200</td>
<td>0.4698</td>
<td>0.4738</td>
</tr>
<tr>
<td>Parkinson</td>
<td>200</td>
<td>0.0025</td>
<td>0.0014</td>
</tr>
<tr>
<td>Kin-8</td>
<td>200</td>
<td>0.0481</td>
<td>0.0189</td>
</tr>
<tr>
<td>Demo</td>
<td>200</td>
<td>1.7995</td>
<td>54.5682</td>
</tr>
<tr>
<td>Ailerons</td>
<td>200</td>
<td>0.7569</td>
<td>3.9233e-08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9: Experimental results in terms of testing root mean square accuracy for regression using RBF kernel

<table>
<thead>
<tr>
<th>Datasets</th>
<th>HN</th>
<th>OP-ELM</th>
<th>RANSAC-ELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-MPG</td>
<td>200</td>
<td>41.4800</td>
<td>49.6352</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus, from above experiments, it can be stated that proposed method based on RANSAC regularization performs very well in terms of training and testing accuracy compared to traditional ELM and its variants. The above experiment also reduces the size of network.
to optimal value, thus decreasing computation time and with faster performance of the network.

4.4 Results for the Hybrid Experiments

In this set of experiments, we have use SVM and the proposed hybrid classifier for increasing the performance and accuracy. Further, accuracy is measured in terms of percentage recognition ratio for this set of experiments. Suppose there is $N = n_1 + n_2 + n_3 + \ldots + n_p$ test data, where $i$ is the number of samples which belongs to the class $i$, suppose that $c_i$ of sample from $n_i$ are correctly recognized (as belonging to class $i$). So the total number of $C = c_1 + c_2 + c_3 + \ldots + c_p$ classes is correctly recognized. Therefore the total accuracy is $Q = C/N$.

Table 11 describes the classification results using proposed ELM with SVM. In Table 11, we compared the recognition ratio using various kernels. As we can see in the Table both learning algorithms are processed with many hidden layers and their evaluations is done in terms of various factors. As depicted in Table 11, it clearly shows that proposed optimized ELM plays a major role in reducing the classification error. Table 12 defines the comparative study of multi kernels with SVM and proposed method respect to their learning classification accuracy rate.

Table 11:- Comparison among different methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Recognition Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>91.32</td>
</tr>
<tr>
<td>H-KNN</td>
<td>84.38</td>
</tr>
<tr>
<td>Bayesian Naives</td>
<td>85.63</td>
</tr>
<tr>
<td>SVM</td>
<td>93.43</td>
</tr>
<tr>
<td>Optimized RANSAC-ELM</td>
<td>96.24</td>
</tr>
</tbody>
</table>

Table 12:- Classification through SVM using Various Kernels

<table>
<thead>
<tr>
<th>Kernels</th>
<th>SVM (%)</th>
<th>Proposed ELM (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HAR</td>
<td>DAUB4</td>
</tr>
<tr>
<td>Polynomal</td>
<td>91.32</td>
<td>86.78</td>
</tr>
<tr>
<td>RBF</td>
<td>76.33</td>
<td>71.45</td>
</tr>
<tr>
<td>Linear</td>
<td>71.56</td>
<td>69.44</td>
</tr>
<tr>
<td></td>
<td>HAR</td>
<td>DAUB4</td>
</tr>
<tr>
<td>Polynomal</td>
<td>96.24</td>
<td>92.95</td>
</tr>
<tr>
<td>RBF</td>
<td>86.41</td>
<td>91.68</td>
</tr>
<tr>
<td>Linear</td>
<td>73.63</td>
<td>70.81</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we proposed an annular ELM based on RANSAC multi model response regularization to optimally prune the hidden nodes in a network and improve better generalization and classification accuracy. Experimental results were conducted using comparative analysis of proposed RANSAC multi model response regularization based annular ELM network on different benchmark datasets for binary and multiclass classification and regression problems.

It can be concluded that from experimental results that proposed RANSAC multi model response regularized based annular ELM works significantly better with higher classification accuracy with optimally pruned hidden units. The proposed algorithm implements faster compared to other algorithms in the study as it implements the ELM with less pruned hidden units without scarifying the higher generalization capability of ELM network. Further work will be conducted by testing the proposed algorithm in problems and datasets with images datasets such as bio-medical images, and images from videos.
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Abstract
Identifying product families has been considered as an effective way to accommodate the increasing product varieties across the diverse market niches. In this paper, we propose a novel framework to identifying product families by using a similarity measure for a common product design data BOM (Bill of Materials) based on data mining techniques such as frequent mining and clustering. For calculating the similarity between BOMs, a novel Extended Augmented Adjacency Matrix (EAAM) representation is introduced that consists of information not only of the content and topology but also of the frequent structural dependency among the various parts of a product design. These EAAM representations of BOMs are compared to calculate the similarity between products and used as a clustering input to group the product families. When applied on a real-life manufacturing data, the proposed framework outperforms a current baseline that uses orthogonal Procrustes for grouping product families.

Keywords: Product families BOM, frequent mining, matrix representation, and clustering.

1 Introduction
Agile manufacturing has resulted in mass customization and product proliferation, which consequently increases the number of products and part variations extensively. Simultaneously the current business climate demands for moving a product quickly from concept-to-market by reducing the product development lead time. A key element of shortening this lead time is the ability to use existing knowledge and designs to generate new variations of existing products, which ensure a reduction in time-to-market (Utterback & Meyer, 1993). Therefore, the concept of grouping product families has been introduced. Besides leveraging product development cost, this grouping can offer multiple benefits including reduction in new product launching risks, improved ability to upgrade products, and enhanced flexibility and responsiveness of manufacturing processes (Sawhney, 1998). For example, if two products have 45 out of 50 parts common, design of the similar parts can be reused and positioned for assembly early so that the remaining five parts can be added to the assembly when an order for a specific assembly has arrived. Exploring similarity among products may lead to the redesign of some parts.

Nowadays, with the advent of cheap storage and fast computer, a huge amount of data is generated during product design and development in a manufacturing system. The ability beyond human is required to process this huge amount of complex data into useful knowledge such as common product family information. The identification of product families is a non-trivial task due to the volume and complexity of the available data. A well-known historical approach of grouping product families is Group Technology (GT) (Harhalakis, Kinsey & Minis, 1992; Marion, Rubinovich & Ham, 1986). However, the practical acceptance of GT has been limited in modern manufacturing (Romanowski & Nogi, 2002; Romanowski & Nogi, 2005), as it requires enormous effort to do groupings due to the involvement of manual intermittent steps for developing a “coding system” to summarize the key design and other attributes. Some efforts have been made towards automation (Iyer & Nogi, 1997), but acceptable performance is not reached yet, especially for situations where the sheer volume of data becomes overwhelming for both human and systems.

Data mining techniques have been specifically designed to deal with massive amount of data automatically (i.e. without human intervention) and to identify meaningful patterns and dependencies hidden behind the data. However, due to the complex nature of the data generated in product design domain, existing data mining algorithms require modifications. Although data mining algorithms have been specifically written to effectively analyse large datasets, the product design data often cannot be simply “plugged in” to these programs (Romanowski, Nogi & Sudit, 2006).

Bill of Materials (BOM) is a common product design data used in various domains like mechanical, electrical, electronic and civil/infrastructure. BOM is a hierarchical, structured representation of the products that details information such as parts descriptions, raw materials, quantities, manufacturing details, production times, etc. (Romanowski & Nogi, 2005). Researchers and practitioners have started using BOM specifications more commonly to represent their data (Matias, Garcia, Garcia & Idoio, 2008). It has become essential to propose similarity measures for BOM data to determine similarity between product designs, which will eventually lead to find effective groupings of product families.

For BOM data, the critical information lays in the recursive parent-child relationships between the end item, its components or subassemblies, and the raw (or
purchased) materials they contain. This information can naturally be depicted in rooted labelled unordered tree format. In this paper we represent BOM data as unordered trees and introduce a novel matrix form called Extended Augmented Adjacency Matrix (EAAM) for equivalent tree representation. This representation facilitates search for similar designs and thus reduces the time consumption between concept and product launch. Our approach is to utilize the data mining techniques like frequent mining and clustering for ensuring efficient similarity calculation and reducing the search space for finding similar groups. Using frequent mining allows finding frequent structural dependencies like parent-child in a particular database, which gives the list of most occurred BOM parts or components relations. This information is then used with other content and topological information such as optimal part encoding, hierarchical position or level, and part quantity, in clustering. Using EAAM representations of BOM data, cosine similarity measure is used to generate a similarity matrix that becomes input to a clustering algorithm for identifying the product families.

When applied on a real-life manufacturing data, the proposed framework including the BOMs similarity measure method has proven to excel in solving the problem of grouping product families automatically. The results are also compared with a current baseline that uses orthogonal Procrustes (Shih, 2011) for finding the product families and the proposed framework clearly outperforms.

Road map: In the following section, the related work is discussed. In section 3, the background knowledge is presented. In section 4, the proposed method for BOM similarity measure and the framework for identifying product families are given. The results are discussed in section 5. In section 6, the conclusion is drawn.

2 Related Works

Many efforts have been made for grouping the product families based on similarity schemes with emphasis on the different design areas and manufacturing. Most of them have focused on the historical approach of grouping individual parts into families, called as Group Technology (GT) (Harhalakis, Kinsey & Minis, 1992; Marion, Rubinovich & Ham, 1986)). The practical acceptance of GT has remained limited due to the expensive coding system development for summarizing the key product design and manufacturing attributes for doing the grouping. The main limitation of GT is the manual coding system. Though some efforts have been made towards automation, still more improvements are needed. Later, Authors in (Kao & Moon, 1991) used a back-propagation neural network based method for the product family grouping, but kept the existing GT classification and coding system. Another automated retrieval and ranking process for finding similar parts was proposed by authors in (Iyer & Nagi, 1997), but again based on GT coding. Authors in (Lee-Post, 2000) employed genetic algorithm to form the families, however, this approach also required to use the existing classification and coding scheme.

Instead of using information derived from a fixed GT code; some methods proposed similarity based on product functional features. Authors in (Chen, Chen, Wang & Chen, 2004) used the adaptive resonance theory (ART) neural network to develop a functional feature-based similarity method for grouping product families. Authors in (Liu, Yang, Bai & Tan, 2008) introduced another functional similarity-based combinatorial design method to produce a variety of products that satisfy various customer requirements in time. However, these functional feature-based schemes did not consider the hierarchical product design features. Authors in (Shih, 2011) attempted to calculate the similarity between BOMs considering the shape or geometrical structure, where a matrix representation and orthogonal Procrustes method were used to calculate the similarity score for grouping the product families. But BOMs are very flexible in shape, since there is no common rule or template to follow for generating them, therefore looking for geometrical or exact shape difference may give false similarity score. Emphasis should be put on the significant structural dependencies, hierarchical positions and other important contents during similarity calculation. The proposed framework in this paper focuses on the above for identifying the product families. To our best of knowledge, this is the first work on BOM data to determine product families using data mining.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{office_chair.png}
\caption{Variants of office chair}
\end{figure}

3 Background Knowledge

3.1 Bill of Materials (BOMs)

BOM represents hierarchical relations between various product parts with necessary details of manufacturing a particular product. It is a structural representation of a product including its required subassemblies, components and parts at various levels of production (Clement, Coldrick & Sari, 1992). To understand the proposed framework, following definitions need to be considered.

Definition 1 (End Items): The entities that are sold directly to the customer without any further value added manufacturing step. End items usually contain several subassembly parts and raw materials and appear at the top of the BOM hierarchical position.

Definition 2 (Subassemblies): These are the entities that cannot be sold to the customer. Subassemblies may contain manufactured or purchased part or other subassemblies, and therefore, are appeared at a level of BOM hierarchy which is positioned neither at the top nor at the bottom.

Definition 3 (Purchased Parts): The raw materials which are the initial entities for finishing a final product. Purchased parts are positioned at the bottom level of the BOM structure.
Definition 4 (Quantity Representation): In BOM, repeated subassemblies or parts are represented by a quantity per value. This value is the number of the part required per one unit of the part’s parent.

Definition 5 (Part Number): This is an alphanumeric string that uniquely identifies an end item, subassembly, and a purchased part. Each number corresponds to a specific item with specific characteristics.

Properties of BOM: BOM structures can be different for the identical end items, as each end item may be designed by a different company. Moreover, the product design is the result of human made input and developed completely based on individuals’ understandings of how the product is manufactured or assembled. Similar BOMs may have different structures with same parts appearing at different level. However they will share similar components or parts and, most importantly, the structural dependencies among them will be usually kept same (Figure 1). BOMs substructures are unsorted which means that the order of components is not significant. For instance, it does not matter if we say a chair has a seat, elbow rest and wheel, or a chair has a wheel, seat and elbow rest. In this paper we depicted BOM as rooted unordered tree.

Definition 6 (Unordered Tree): A rooted labelled unordered tree has an identical root node and preserves only ancestor-descendant or parent-child relationships among nodes. There is no left-to-right order among the sibling nodes.

3.2 Data Mining Techniques Used
To satisfy the need of mass customization and agile manufacturing, we need to apply techniques that will extract implicit, previously unknown, potentially useful and understandable pattern from a large database (Fayyad, Piatetsky-Shapiro & Smyth, 1996), thus the product design and manufacturing system will have substantial improvement. Using data mining techniques in advance manufacturing is becoming popular (Choudhary, Harding & Tiwari, 2009). In the proposed framework, we have used frequent mining and clustering, two well-known data mining techniques for finding similarities between products and grouping them into families.

Frequent mining is used to extract interesting patterns from a database using a specified support (Chowdhury & Nayak, 2014a, 2014b). Support determines how often a pattern is applicable to or appears to a given data set. It represents the probability that a database instance contains that pattern.

BOM consists of structural dependencies like parent-child and ancestor-descendant relations between the end item, its components or subassemblies, and the raw (or purchased) materials they contain. The main challenge in BOM data analysis is dealing with the flexibility in its representation. It is very hard to put BOM data into a common format, thus the accurate analysis like similarity comparison can be carried out. Apparently, in BOM no other information keeps constant except the structural dependencies. So, instead of considering geometrical structure and shape, understanding structural dependencies is crucial for BOM similarity comparison. We utilise frequent mining to extract common structural dependencies in a database, which can be used as important representational component of the BOM data. These common structures can be input to clustering along with other information about the BOM data.

Clustering is an unsupervised data mining technique that can group objects based on their common characteristics, without the presence of any prior information about classification (Alergawy, Mesiti, Nayak & Saake, 2011; Kutty, Tran, Nayak & Li, 2008). Without using domain knowledge and GT coding based classification, the identification of product families can be possible using clustering. Clustering is now commonly used in manufacturing domain for doing unsupervised grouping (Ye & Gershenson, 2008). To apply clustering, a similarity measure value needs to be calculated based on commonality of the features. In this work, we utilise cosine similarity (Cha, 2007) to determine a similarity matrix based on the equivalent Extended Augmented Adjacency Matrix (EAAM) of a BOM dataset.

4 Proposed BOM Similarity Framework for Identifying Product Families
In this section a method of similarity measure between two BOM data instances is presented. A framework is then proposed integrating the similarity measure for identifying product families.

4.1 Data Pre-processing
To begin our approach it is necessary to pre-process BOM data in order to make it useful for knowledge discovery. Figure 2 shows the tasks, which are used in this process.

4.1.1 Final Data
A company’s database generally consists of a lot of data records. Only those records that correlate closely with the mining purpose are taken into account. Mostly BOM records are found in a tabular form, which typically contains the part name, part no, part revisions, part manufacturing description and the quantities required building a product assembly (as shown in Figure 3). Usually, the BOM input is given by human in spreadsheet, that can be formatted however one likes, but as anyone can format them, it often results in inconsistencies across a company’s BOMs. Hence for mining BOM data, these inconsistencies need to be removed. Moreover not all of the information comprised by BOMs is necessarily mined for knowledge discovery. Therefore, once received the raw data through integration
of multiple databases, the final data sets should be identified involving such data cleaning and filtering tasks as removal of noises, handling of missing data files, etc.

<table>
<thead>
<tr>
<th>Unordered Tree</th>
<th>BOM data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root node</td>
<td>End item</td>
</tr>
<tr>
<td>Parent or ancestor node</td>
<td>End item and subassemblies</td>
</tr>
<tr>
<td>Child or descendant node</td>
<td>Subassemblies and purchased parts</td>
</tr>
<tr>
<td>Leaf node</td>
<td>Purchased parts</td>
</tr>
<tr>
<td>Parent-child or, ancestor-descendant relationships</td>
<td>End item-subassembly or, end item-purchased part or, subassembly-purchased part relationships</td>
</tr>
<tr>
<td>Node label</td>
<td>Part number</td>
</tr>
</tbody>
</table>

Table 1: Considered Mapping for BOM to Unordered Tree Representation

4.1.2 Unordered Tree Representation

After identifying final BOM data, tree modelling is done to support the EAAM construction. This modelling is carried out by using unordered tree structure scheme as template, where only parent-child and ancestor-descendant relationships are important. The BOM data can naturally be represented as unordered tree. By considering the parent-child and ancestor-descendant relationships between end item, subassemblies and purchased parts, a mapping can be derived.

Table 1 shows a general mapping that can be used to represent the BOM data as unordered tree. The end item, or finished product, can be considered a root of the tree; manufactured or assembled components can become the nodes; purchased parts or raw materials can be the leaf nodes. For example, in figure 3 the tabular or indented BOM of an ABC Lamps Product-LA01 (Fogarty, Blackstone & Hoffmann, 1991) is given, where the lamp is the end product, and the parts given under first column are different subassemblies and purchased parts. For constructing a tree from this BOM only the relationships among various parts are important, such as B100, S100 and A100 are the children of the end item; 1100, 1200, 1300, 1400 are the children of B100, representing descendants of the end item.

For node labelling, part numbers are used. If we compared two BOMs of product Lamp, using part numbers as labels, two BOMs would only match where the part numbers were exactly the same. For instance, suppose part S-14 is a shade with I.D. = 14” (inch). Part S-18 is a shade with I.D. = 18” (inch). These two shades would not be matched because of the unique part numbers. However, we are interested in finding BOMs of similar nature even if they do not share exact content and topology. For this reason, we replace the part numbers with general node labels derived from the part characteristics and types. In the case of these two parts, we would replace the unique part labels with a single label S for the class of shades.

4.2 Finding Frequent Structural Relationship

The objective of the proposed framework is to form the product families based on the existing product models (BOMs). Due to the vast flexibility in BOM data, characterizing structural relationships based on frequent occurrence is essential to include in the global similarity calculation as in some cases, frequent-infrequent decision are used as a scale to measure the importance of the structural relations (Chi, Munz, Nijssen & Kok, 2004). We consider these relationships as a representational component for the BOM dataset. We explain next how these relationships are derived.

4.2.1 Tree traversal

Prior to implement frequent subtree mining algorithm, an optimal traversal (Chowdhury & Nayak, 2013) algorithm is used to ensure unique identity or canonical form (Valiente, 2002) of each product model, which is in unordered tree form. Optimal traversal is included as it ensures optimality by providing unique encoding within minimum computation time (Chowdhury & Nayak, 2013).

4.2.2 Frequent Mining Algorithm

Once the canonical form is built, the frequent mining can now be applied that permits not only to explore the relationships and dependencies but also to handle a huge amount of data in an optimal way (Chowdhury & Nayak, 2014a, 2014b). However, such algorithms are sometimes limited to the memory because of its size and calculations that they perform. The candidate frequent subtrees generation can be exponential in large databases (Chi et al., 2004).

We propose to apply the BOSTER algorithm (Chowdhury & Nayak, 2014b) which allows setting the subtree length equal to 1 and retrieves only single relationships exhibiting between parent-parts. This algorithm has proved to be memory efficient and exhibits limited computational complexity (Chowdhury & Nayak, 2014b). A support threshold is needed for frequent subtree mining process. A minimum support is set by trial and error, as it is a data specific parameter that prunes the infrequent subtree.

4.2.3 Characterizing Structural Relationships

Based on the result of the frequent subtree mining algorithm the structural relationships are characterized. If a subtree is frequent then the inherent parent child relation is considered as mandatory. Once all mandatory parent-child relationships are identified, the remaining parent-child relationships are classified as optional. During the EAAM representation a weighted value of 1
and 0 are used to represent the mandatory and optional relationship respectively.

4.3 Extended Augmented Adjacency Matrix (EAAM) Representation

In this paper a new matrix representation called EAAM is introduced. Although, EAAM is an extension of Augmented Adjacency Matrix (AAM) representation (Chowdhury & Nayak, 2013), but to our best knowledge, this is the first matrix, where the frequent structural relationship is included as one of the representational components. The rest of the components are:

- Optimal part sequence of BOM using optimal traversal.
- Part level information from BOM interface.
- Quantity representation \( q \) representing the number of the part required per unit of the part’s parent.

An adjacency matrix of a tree is based on the ordering chosen for the nodes (Rosen, 2011). For EAAM the ordering is achieved using optimal traversal (Chowdhury & Nayak, 2013) but to our best knowledge, introduced. Although, EAAM is an extension of Augmented Adjacency Matrix (AAM) representation (Chowdhury & Nayak, 2013), but to our best knowledge, introduced.

Let a BOM, \( B = (I, R) \), where \( I = \{i_0, i_1, i_2, \ldots, i_n\} \) denotes the set of items with \( i_0 \) as end item, and other set elements as subassembly and purchased items, \( R = \{(i_1, i_2) | i_1, i_2 \in I\} = \{r_1, r_2, \ldots, r_n\} \). The number of each item is given as \( \{q_0, q_1, q_2, \ldots, q_n\} \). For \( B \), the EAAM representation can be formulated in which a cell, \( a_{cd} \) is populated as follows:

\[
a_{cd} = \begin{cases} 
1 & \text{if } i_c \text{ is a node of } B \\
\frac{L(B, i_d)}{L(B, i_c)} + q_d + 1 & \text{if } i_c \text{ is an ancestor or parent of } i_d \text{ and the relation is frequent} \\
\frac{L(B, i_d)}{L(B, i_c)} + q_d + 0 & \text{if } i_c \text{ is an ancestor or parent of } i_d \text{ and the relation is not frequent} \\
0 & \text{otherwise}
\end{cases}
\]

These four components are explained as follows:

1. To represent the presence of each part in a BOM, each diagonal cell is populated with 1.
2. If the part is parent or ancestor of the other respective part, and the parent-part relation is frequent then the cell is populated with level information (fraction of level of corresponding two parts), quantity representation of the child or descendant node and the mandatory structural relationship weight value equals 1.
3. If the part is parent or ancestor of the other respective part, and the parent-part relation is not frequent then the cell is populated with level information (fraction of level of corresponding two parts), quantity representation of the child or descendant node and the optional structural relationship weight value equals 0.
4. If none of these are true, then the cell receives a value of 0.
4.4 BOM Similarity Measure

After constructing EAAMS, we use cosine similarity for matrix comparison for measuring the similarities between a BOM pair (Chowdhury & Nayak, 2013) as follows:

\[
\cos(A, B) = \frac{\sum_{x=1}^{n} \sum_{y=1}^{n} A_{xy} \cdot A_{xy}}{\sqrt{\sum_{x=1}^{n} \sum_{y=1}^{n} A_{xy}^2 \cdot \sum_{x=1}^{n} \sum_{y=1}^{n} B_{xy}^2}}
\]

Where, A and B are two \((n \times n)\) matrices.

4.5 The Proposed Framework

The proposed framework for grouping product families has three main phases as shown in figure 7. In the first phase data pre-processing is done. BOM has different storage under different enterprises; some of them store BOM data in database, some in files like XLS file. Some enterprises use part table/relationship table to express BOM, and some enterprises use a single table. All these variations need to save in memory as a BOM generating interphase, from this node the pre-processing will carry out in next.

Next phase covers the EAAM construction where all necessary steps (dotted blue boxes) are implemented for populating the feature weights.
5 Evaluation of the Proposed Framework

We implemented the proposed framework on a real manufacturing data to evaluate the performance.

This data is collected from a manufacturer of nurse calling devices (Romanowski & Nagi, 2004). It consists of 404 BOMs with four major product families. From this data set we randomly generated four samples, consisting 100 BOMs each and named them as Data 1, Data 2, Data 3 and Data 4. We used all these four datasets for empirical analysis.

For benchmarking we consider a method that used the orthogonal Procrustes problem to find the orthogonal matrix for two given matrices that will closely map one matrix to another and used this as a geometrical similarities between BOMs and then clustered them into families (Shih, 2011). For the benchmark method we used the same clustering algorithm, but we used the orthogonal Procrustes based similarity measure as input and performed the product grouping. Finally we checked the clustering results with the known product family information and compared the performances.

The main contribution of this paper is the similarity measure method of product BOMs. An efficient grouping of product families largely depends on an efficient similarity measure method. We evaluated our similarity measure approach using the well-known evaluation metrics including precision, recall and F1 score (Goutte & Gaussier, 2005) and performed on all four data samples. For these metrics, the value close to 1 is considered as an indication of better performance. From figure 8, we can see for all four data sets our proposed similarity measure method gives higher accuracy in comparison to the benchmark method. This good accuracy performance should also reflect during the clustering process, as we used this similarity method as an input for an off-the-self clustering algorithm for doing the product family grouping. Table 2 gives a partial view of the similarity matrix generated by our proposed BOM similarity measure method. For clustering we used this similarity matrix for identifying product families.

Table 2: BOM Similarity Matrix

<table>
<thead>
<tr>
<th></th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>B4</th>
<th>B5</th>
<th>B6</th>
<th>B7</th>
<th>B8</th>
<th>B9</th>
<th>B10</th>
<th>B11</th>
<th>B12</th>
<th>B13</th>
<th>B14</th>
<th>B15</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>1.00</td>
<td>0.40</td>
<td>0.43</td>
<td>0.57</td>
<td>1.00</td>
<td>0.50</td>
<td>0.61</td>
<td>1.00</td>
<td>1.00</td>
<td>0.64</td>
<td>0.41</td>
<td>0.30</td>
<td>0.41</td>
<td>0.58</td>
<td>0.44</td>
</tr>
<tr>
<td>B2</td>
<td>0.40</td>
<td>1.00</td>
<td>0.43</td>
<td>0.47</td>
<td>0.40</td>
<td>0.49</td>
<td>0.37</td>
<td>0.40</td>
<td>0.40</td>
<td>0.42</td>
<td>0.32</td>
<td>0.43</td>
<td>0.32</td>
<td>0.54</td>
<td>0.39</td>
</tr>
<tr>
<td>B3</td>
<td>0.43</td>
<td>0.43</td>
<td>1.00</td>
<td>0.65</td>
<td>0.43</td>
<td>0.53</td>
<td>0.43</td>
<td>0.43</td>
<td>0.43</td>
<td>0.45</td>
<td>0.39</td>
<td>0.44</td>
<td>0.39</td>
<td>0.52</td>
<td>0.33</td>
</tr>
<tr>
<td>B4</td>
<td>0.57</td>
<td>0.47</td>
<td>0.65</td>
<td>1.00</td>
<td>0.57</td>
<td>0.70</td>
<td>0.60</td>
<td>0.57</td>
<td>0.57</td>
<td>0.71</td>
<td>0.50</td>
<td>0.35</td>
<td>0.50</td>
<td>0.63</td>
<td>0.34</td>
</tr>
<tr>
<td>B5</td>
<td>0.00</td>
<td>0.40</td>
<td>0.43</td>
<td>0.57</td>
<td>1.00</td>
<td>0.50</td>
<td>0.61</td>
<td>1.00</td>
<td>1.00</td>
<td>0.64</td>
<td>0.41</td>
<td>0.30</td>
<td>0.41</td>
<td>0.58</td>
<td>0.44</td>
</tr>
<tr>
<td>B6</td>
<td>0.50</td>
<td>0.49</td>
<td>0.53</td>
<td>0.70</td>
<td>0.50</td>
<td>1.00</td>
<td>0.62</td>
<td>0.50</td>
<td>0.50</td>
<td>0.71</td>
<td>0.65</td>
<td>0.34</td>
<td>0.65</td>
<td>0.71</td>
<td>0.35</td>
</tr>
<tr>
<td>B7</td>
<td>0.61</td>
<td>0.37</td>
<td>0.43</td>
<td>0.60</td>
<td>0.61</td>
<td>0.62</td>
<td>1.00</td>
<td>0.61</td>
<td>0.61</td>
<td>0.58</td>
<td>0.56</td>
<td>0.33</td>
<td>0.56</td>
<td>0.58</td>
<td>0.41</td>
</tr>
<tr>
<td>B8</td>
<td>0.00</td>
<td>0.40</td>
<td>0.43</td>
<td>0.57</td>
<td>1.00</td>
<td>0.50</td>
<td>0.61</td>
<td>1.00</td>
<td>1.00</td>
<td>0.64</td>
<td>0.41</td>
<td>0.30</td>
<td>0.41</td>
<td>0.58</td>
<td>0.44</td>
</tr>
<tr>
<td>B9</td>
<td>0.00</td>
<td>0.40</td>
<td>0.43</td>
<td>0.57</td>
<td>1.00</td>
<td>0.50</td>
<td>0.61</td>
<td>1.00</td>
<td>1.00</td>
<td>0.64</td>
<td>0.41</td>
<td>0.30</td>
<td>0.41</td>
<td>0.58</td>
<td>0.44</td>
</tr>
<tr>
<td>B10</td>
<td>0.64</td>
<td>0.42</td>
<td>0.45</td>
<td>0.71</td>
<td>0.64</td>
<td>0.71</td>
<td>0.58</td>
<td>0.64</td>
<td>0.64</td>
<td>1.00</td>
<td>0.56</td>
<td>0.31</td>
<td>0.56</td>
<td>0.72</td>
<td>0.39</td>
</tr>
<tr>
<td>B11</td>
<td>0.41</td>
<td>0.32</td>
<td>0.39</td>
<td>0.50</td>
<td>0.41</td>
<td>0.65</td>
<td>0.56</td>
<td>0.41</td>
<td>0.41</td>
<td>0.56</td>
<td>1.00</td>
<td>0.25</td>
<td>1.00</td>
<td>0.47</td>
<td>0.31</td>
</tr>
<tr>
<td>B12</td>
<td>0.30</td>
<td>0.43</td>
<td>0.44</td>
<td>0.35</td>
<td>0.30</td>
<td>0.34</td>
<td>0.33</td>
<td>0.30</td>
<td>0.30</td>
<td>0.31</td>
<td>0.25</td>
<td>1.00</td>
<td>0.25</td>
<td>0.42</td>
<td>0.31</td>
</tr>
<tr>
<td>B13</td>
<td>0.41</td>
<td>0.32</td>
<td>0.39</td>
<td>0.50</td>
<td>0.41</td>
<td>0.65</td>
<td>0.56</td>
<td>0.41</td>
<td>0.41</td>
<td>0.56</td>
<td>1.00</td>
<td>0.25</td>
<td>1.00</td>
<td>0.47</td>
<td>0.31</td>
</tr>
<tr>
<td>B14</td>
<td>0.58</td>
<td>0.54</td>
<td>0.52</td>
<td>0.63</td>
<td>0.58</td>
<td>0.71</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.72</td>
<td>0.47</td>
<td>0.42</td>
<td>0.47</td>
<td>1.00</td>
<td>0.31</td>
</tr>
<tr>
<td>B15</td>
<td>0.44</td>
<td>0.39</td>
<td>0.33</td>
<td>0.34</td>
<td>0.44</td>
<td>0.35</td>
<td>0.41</td>
<td>0.44</td>
<td>0.44</td>
<td>0.39</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 3: Number of Mis-Clustered BOMs for Different Data Sets

<table>
<thead>
<tr>
<th>Method</th>
<th>Data 1</th>
<th>Data 2</th>
<th>Data 3</th>
<th>Data 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Framework</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Baseline Method</td>
<td>19</td>
<td>21</td>
<td>25</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 3 reports the clustering performance results, where we mainly included the number of mis-clustered product BOM for each data by the proposed method and the benchmarked method. The proposed framework outperforms the baseline method.

6 Conclusion

A product family is a group of related products based on a product platform, facilitating mass customization by cost-effectively providing a variety of products for different market segments. In this paper we present a data mining approach based framework for grouping various products into families. We introduced a similarity measure method for a common product data type, BOM that can be used to cluster products into families. The benchmarking results confirm the efficiency of the proposed work.

In future work, we intend to expand the study on unifying the families into a single Generic Bill of Material (GBOM) (Hegge & Wortmann, 1991) group.
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Abstract

Digital Mammograms are x-ray images of the breast and one of the preferred early detection methods for breast cancer. However, mammograms are still difficult to interpret, and associated with this problem is a high percentage of unnecessary biopsies, misdiagnoses and late detections.

The focus of this research is to use neuro-evolutionary mechanisms for detecting breast cancer from mammographic images. The aim is to design a sophisticated classification tool that detects breast cancer at its early stages, so that treatment has a better chance of success.

Wavelet neural networks have the ability to capture and extract information at various frequency levels by using different dilation and scaling values of the wavelet function. In this work, the wavelet neural network parameters are evolved using on the concept of Cartesian Genetic Programming, resulting in an evolved neural network which is trained for mass diagnosis.

In the reported study the proposed algorithm achieves a classification accuracy of 89.57% on a real dataset composed of 200 images. Such a computer-based classification system has the potential to provide a second opinion to the radiologists, thus assisting them to diagnose the malignancy of breast cancer more precisely.

Keywords: Breast Cancer, Mammography, Cartesian Genetic Programming, Evolution, Neural Networks, Wavelet Neural Networks, Neuroevolution

1 Introduction

Breast cancer is the second leading cause of cancer-related deaths in Australian women, accounting for 15.5% of them. It is estimated that one in eight Australian women will be diagnosed with the disease before the age of 85 (Breast Cancer Care WA; accessed June 2014).

Digital mammograms are digital x-ray images of the breast; and regularly used for cancer screening. It is one of the earliest and most reliable detection methods, with cancer being indicated by the presence of a microcalcification - calcium deposit within the breast tissue or masses. The identification and assessment of potentially cancerous areas is a tedious, time-consuming and challenging task, which requires specialised expertise. Such assessments might also lead to misdiagnosis, which is why Computer Aided Detection (CAD) systems provide a valuable second opinion for the classification of suspicious areas as cancerous (malignant) or non-cancerous (benign).

Artificial Neural Networks (ANN) are a computational model represented by simulated neurons (called units) with weighted connections between them. There are a number of evolutionary algorithms devised in the past decade with different strategies of evolving either connection weights, network topology, or both (this last case known as TWEANN – Topology and Weight Evolving Artificial Neural Networks). An important example of such evolving networks is the NEAT (Neuroevolution of Augmented Topology), proposed by (Stanley & Miikkulainen 2002). The algorithm has the capability to evolve both structures and weights depending on the complexity of the problem, and is not dependent on a predefined network structure. Also the recently proposed neuroevolutionary algorithm namely ANN evolved via Cartesian Genetic Programming (CGPANN) has also been applied on different domains of engineering with success (Khan et al. 2013).

Standard classifiers like Support Vector Machines and Multilayer Perceptron, despite their success in many domains, display some limitation on varying complex tasks, e.g., intelligent control, language learning, etc (Byun & Lee 2002, Muhlenbein 1990). Wavelets - referred to as a ‘microscope’ in mathematics (Cao et al. 1995), act as high compression nodes that represent non-linearities effectively (Fang & Chow 2006). Wavelet neural network has been applied on a variety of problems with great success, e.g., time-series analysis and prediction (Cao et al. 1995, Chen et al. 2006), signal de-noising (Zhang 2007), classification and compression (Kadambe & Srinivasan 2006, Subasi et al. 2005), density estimation (Hasiewicz 1997), non-linear modelling (Billings & Wei 2005), etc. Cartesian Genetic programming has been used particularly in digital circuit optimization (Miller & Thomson 2000). In this research the wavelet neural network parameters are evolved using the Cartesian Genetic Programming so that the evolved wavelet neural network benefits from the strength of wavelets and overcome the limitations of standard classifiers; thus possibly contributing to classification, prediction and control problems.

Our research focuses on the development of a novel neuroevolutionary algorithm not only to classify mass abnormalities identified in digital mammograms; accessing its potential to be a part of a high-confidence CAD system for diagnosis, but also to exploit it further in the intelligent control domain. For this reason the potential of the algorithm is first tested on a well-
researched and a reasonably challenging dataset, that has been used by many researchers (McLeod & Verma 2013b, Zhang et al. 2010, Verma et al. 2009a). The dataset is also tested on two existing neuroevolutionary algorithms, namely ANN evolved via Cartesian Genetic Programming and Neuroevolution in Augmented Topology.

The remainder of the paper is divided into five sections. Section 2 describes Cartesian Genetic Programming (CGP) and the proposed algorithm - Wavelet Neural Networks evolved via CGP. Section 3 highlights the dataset for cancer detection and the literature review surrounding that database. Section 4 describes the methodology, followed by analysis and discussion of the results. Finally, Section 6 concludes the paper.

2 Background

2.1 Cartesian Genetic Programming

Cartesian Genetic Programming (CGP) (Miller & Thomson 2000) is an evolutionary programming technique used particularly for digital circuits optimisation. CGP genotypes are of finite length and have an integer representation, where genes represent nodes and each node corresponds to sets of input genes and a function. The input genes can be a program input, or outputs of other nodes. Functions are either logical or arithmetical e.g. AND, OR, addition, subtraction, etc. The output of the genotype is either a node output or the program input itself.

There are two basic types of evolution strategies (\(\mu, \lambda\))-ES and (\(\mu + \lambda\))-ES (Beyer & Schwefel 2002). \(\mu\) represents the number of parent population and \(\lambda\) refers to the number of offspring produced in a generation. In (\(\mu, \lambda\)) offspring replaces the parent as the fittest is selected from \(\lambda\), while in (\(\mu + \lambda\))-ES the fittest is selected from both parents and offspring for the next generation. Cartesian Genetic programming uses the (1 + \(\lambda\)) strategy, where \(\lambda = 4\), is commonly adopted. i.e. a single parent is mutated based on a mutation rate \(\tau\) to produce 4 offsprings.

Figure 1(a) is an example of a finite length genotype with 2 inputs \(x_0, x_1\) and one output, where the encircled number represents the output. It represents a 2 \(\times\) 2 architecture i.e. it has 2 rows and 2 columns. The number of inputs to each node is 2. The functions used are the logical OR and AND gates, displayed as \(f_0\) and \(f_1\), respectively. Figure 1(b) is the graphical representation of the genotype. The graph represents active and inactive nodes. Inactive nodes do not participate in the output computational process (shown in light grey). Based on the output \(x_5\), the phenotype of the corresponding genotype is shown in Figure 1(c).

2.2 Cartesian Genetic Programming Wavelet Neural Network (CGPWNN)

Wavelet Neural Networks have three layers, namely input, hidden and output layers. The input layer represents the input to the network. The hidden layer consists of wavelet neurons \(\psi\), known as wavelets, with scaling \(\alpha\) and translation \(\beta\) parameters, as shown in Figure 2(a). Therefore, the input presented to the wavelets are scaled and translated, which transforms the input pattern. The output layer approximates, or sums the input coming from the hidden layer. Each output from the hidden layer is multiplied by a weight \(w_i\), where \(i\) corresponds to the wavelet neuron index. There are a number of wavelet functions \(\psi\) that can be used, e.g. Gaussian derivative, Mexican hat, Morelet, Haar, etc. The choice of wavelet used in the application depends on the system itself. The structure of a single hidden layer wavelet network is displayed in Figure 3. The output of the network is mathematically expressed in Eq. (1):

\[
y(x) = \theta + \sum_{i=1}^{m} w_i \psi_i(x) + \sum_{j=1}^{n} c_j x_j\]

where \(\theta\) is the bias to the output neuron and \(c_j x_j\) represents the direct connection of input to the output representing a linear model (Alexandridis & Zapranis 2013).

The CGP representation has been used to evolve artificial neural networks previously (Khan et al. 2013). Similarly, in the current paper we will use the CGP representation, but to evolve wavelet neural networks. A node in CGP corresponds to a wavelet neuron in CGPWNN. Figure 2(b) shows a wavecon of CGPWNN. The genotypes that make up a wavecon include: input \(x_{ij}\), connection \(c_{ij}\), motherwavelet \(\psi\), translation \(\beta\) and scale \(\alpha\) where \(x_{ij} = [\text{integer representation}], c_{ij} = \{0, 1\}, \psi = [\text{number of wavelet functions}], \beta = [0, 1] \text{ and } \alpha = [0, 1] \text{ respectively. The input and connection genes occur in pairs, i.e. if the input to a wavecon is 2, then it would constitute two inputs and two connection genes.}

Figure 1: (a) An example of a 2 \(\times\) 2 CGP genotype with 2 inputs and 1 output. (b) Graphical representation of the genotype in (a). (c) Phenotype corresponding to the genotype in (a).

Figure 2: (a) Diagram of a Standard Wavelet Neuron. (b) CGPWNN-Wavelet Neuron.
Figure 3: Structure of a Wavelet Neural Network.

Figure 4(a) is an example of a $3 \times 1$ CGPWNN genotype with two inputs: $x_0$ and $x_1$. The number of inputs to each wavelet neuron is 2. The number of outputs from the network is also 2, i.e. $x_3$ and $x_4$. The wavelet functions used are Gaussian, Mexican hat and Haar, labelled as $\psi_1$, $\psi_2$ and $\psi_3$, respectively. The bias gene is incorporated at the end of the genotype, and marked as $\theta$. Figure 4(b) is the graphical representation of such genotype. The number at the top right corner of each wavelet neuron corresponds to the node index. Suppose that we assign random values to the genes, as shown in Figure 4(c). In that case, its graphical representation is displayed in Figure 4(d). The phenotype of the assigned genotype is Figure 4(e), and can be mathematically expressed as in Figure 4(f).

3 Case study: Mass classification

Classifying suspicious areas in digital mammograms is a crucial, difficult problem, and one of the significant processes for the early detection of breast cancer. In the current paper we are investigating one of the challenging and publicly available benchmark datasets for breast cancer diagnosis using evolutionary neural networks. In this section we shall discuss in detail the features used for mass classification and the associated literature survey.

3.1 Database and features utilized

The Digital Database for Screening Mammography (DDSM), from the University of South Florida, is an online repository of mammographic images collected from different hospitals, with different resolutions ([Digital Database for Screening Mammography: accessed May 2014, Heath et al. 1998, 2001]). The suspicious regions are manually marked on the film by two experienced radiologists. These regions are represented as chain codes which can be easily extracted from the image file for further analysis.

A total of 25 features are extracted from the regions marked on the mammographic images scanned on the HOKTEK scanner, at 43.5 micron per pixel spatial resolution (Kumar, Zhang, & Verma 2006). The feature set includes 18 grey level features, based on the grey level pixel values of suspicious areas using the statistical formulas shown in Table 1 (where $T =$ total number of pixels; $g =$ index value of image $I$; $k =$ number of grey levels (4096); $I(g) =$ grey level of pixel $g$ in image $I$; and $P(g)$ is the proba-
bility of the grey level $g$ occurring in image $I$. Also, each case in DDSM contains information specified by an expert radiologist using BIRADS (Breast Imaging Reporting and Data System) lexicon. The four BIRADS attributes are density, mass shape, mass margin and assessment. Patient age and subtlety values are also extracted from each mammographic record, while calcification association is added by (Kumar, Zhang & Verma 2006). Those 7 features are human interpreted. The list of features along with their descriptions is shown in Table 1.

3.2 Literature Survey
There are many research papers surrounding breast cancer diagnosis and classification. The following literature focuses on research that used the dataset features reported above, for the purpose of comparing results. 

In 2005, (Zhang, Kumar & Verma 2005) proposed a hybrid classifier that used statistical classifiers (Logistic Regression (LR) and Discriminant Analysis (DA)) output probabilities as second order features, combined in a feature set with other 14 grey level and 6 human extracted features. The modified feature set was then tested on several classifiers, including neural networks, and genetic neural networks, with 3 random splits of the dataset. A maximum accuracy of 91% for the LRDA-GNN classifier was obtained. Furthermore, in their papers, (Zhang & Kumar 2006) statistically analyzed the various features using SPSS, and 4 key features (assessment, age, margin and shape) were identified. They were then used in conjunction with neural networks and decision trees (CART). (Breiman et al. 1984, Steinberg & Colla 1997, Steinberg & Golovnya 2006) and C5.0 (Quinlan 1993, RuleQuest-Research 2014) for classification purposes. Accuracy was higher in comparison to using the whole feature subset, which meant that feature extraction improved the performance of the classification. Also, they proposed that using Logistic Regression alone on the 7 human extracted features attains high classification accuracy, with an AUC (area under curve) of 0.979 (Zhang et al. 2010).

(Panchal & Verma 2006) exploited different feature subsets in terms of its classification accuracy using auto associative and classifier neural networks. A total of 14 grey level, 4 BIRADS, plus patient age and subtlety features were selected, and subsequently divided into six feature subsets. The main objective behind the research was to identify key features in breast cancer detection. The study determined that grey level and BIRADS features perform better, with a training accuracy of 100% and testing accuracy of 92%. Training and testing was done using a 50/50 data split.

(Kumar, Zhang, & Verma 2006) used decision trees (CART and C5.0) at different cost ratios for mass classification on the whole feature set. Data was also split 50/50 for training and testing. Results showed a maximum of 91% accuracy, for a cost ratio of 1:1 using CART; at the cost of a higher standard deviation.

Verma’s series of works introduced a number of algorithms for classifying the mass dataset (Verma 2008, Verma et al. 2009a,b). In one of those, an additional neuron in the hidden layer was proposed (based on the number of classes), improving both the memorization and generalization ability of the network. A different training mechanism for the additional neurons was also devised. Based on that approach, the training and testing accuracy improved to 100% and 94% respectively, where the classifier was trained and tested on a 50/50 data split using 6 of the human extracted features. Also, Verma introduced two soft cluster-based neural networks, where the clusters were formed within a neural network layer i.e. SCBDL (soft cluster based direct learning) & SCNN (soft cluster neural network). By using 10-fold cross validation with both algorithms, a maximum of 94% in SCNN and 95% in SCBDL accuracy was achieved. A comparison with other clustering algorithms (SVM, K-means and SOM) showed accuracies of 86.5%, 84.5% and 76%, respectively.

In 2011, (McLeod & Verma 2011) proposed a multi-cluster support vector machine for mass classification. The K-means algorithm was used to generate the clusters for benign and malignant classes. The resulting clusters were then used for classification on a standard SVM. The MCSVM obtained an average accuracy of 94.5%, while standard SVMs reached 87.5% using 10-fold cross validation and 6 human extracted features. Mcleod also observed an approximate increase of 3% in accuracy using the same cluster based approach on other classifiers, namely radial basis function networks and multilayer perceptrons (McLeod & Verma 2010). The accuracy of the classifiers were improved further by using neural network ensemble classifiers in (McLeod & Verma 2012a,b, 2013a). A 10-fold cross validation was used for testing the methods. The final ensemble network was composed of 127 classifiers, which attained an accuracy of 99%. It is noteworthy that in order to classify 200 data rows a total of 127 classifiers was needed. Similar improvement was observed in an LCA ensemble (94%), compared to LCA (87%) alone in (Pour et al. 2012).

3.3 Training and testing sets
A total of 200 suspicious areas were manually extracted from the Digital Database for Screening Mammography dataset. Half of those areas represented benign tumours and the other half was malignant (Zhang, Kumar & Verma 2005).

3.3.1 Training on 70% of the data
The first part of the experiment involved training and testing the classifiers by splitting the dataset into 70% and 30%, respectively, with equal contribution of benign and malignant samples to each group. Similar to Verma’s and McLeod’s studies, 6 human-interpreted features were used in all of our experiments (breast density, mass shape, mass margin, assessment, subtlety and patient age).

3.3.2 10-fold cross validation
The second part of the simulation incorporated a 10-fold cross validation strategy for testing the classifiers. In that case, the dataset is divided into 10 subsets, where 9 subsets are combined into a training set, and the remaining subset is used as the test set. This is repeated 10 times, always with a different selection of subset for testing, and the average accuracy is reported.

In this work, the classifier’s output is thresholded, based on a threshold value of $\theta = 0$, to classify the samples as benign (0) or malignant (1). That is mathematically expressed by Eq. (2).
on the following metrics:

3.3.3 Performance measures

The performance of the classifiers is evaluated based on the following metrics:

1. **Training Accuracy** \((T_{\text{Ac}})\): fraction of correctly trained samples.

2. **Testing Accuracy** \((T_{\text{eAc}})\): fraction of correctly classified samples as expressed in Eq. (3), also known as the classification accuracy. The higher the percentage, the better is the classifier performance.

\[
T_{\text{eAc}} = \frac{TP + TN}{P + N} \quad (3)
\]

where TP represents true positive cases, i.e. accurate classification of benign samples; TN represents true negative cases, i.e. accurate classification of malignant samples; and \((P + N)\) is the total number of positive and negative test samples.

3. **Sensitivity** \((\text{Sens})\): measurement of the fraction of true positive cases, mathematically represented in Eq. (4):

\[
\text{Sens} = \frac{TP}{(TP + FN)} \quad (4)
\]

where FN is the number of false negatives – Type 2 error – where the classification of a malignant case as benign is a severe mistake.

4. **Specificity** \((\text{Spec})\) Statistical measurement of the fraction of true negative cases mathematically represented as in Eq.(5):

\[
\text{Spec} = \frac{TN}{(TN + FP)}
\]

Table 1: Features and description of the Digital Database for the Screening Mammography (DDSM) dataset.

(Zhang, Verma & Kumar 2005)

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum Grey Level</td>
<td>Minimum grey level in the suspicious area</td>
</tr>
<tr>
<td>Maximum Grey Level</td>
<td>Maximum grey level in the suspicious area</td>
</tr>
<tr>
<td>Perimeter of Suspicious Area</td>
<td>Count of pixels at the boundary of the extracted area</td>
</tr>
<tr>
<td>Mean Boundary Grey Level</td>
<td>BAG = Average Grey Level at the boundaries</td>
</tr>
<tr>
<td>Number of Pixels</td>
<td>Count of pixels in extracted area</td>
</tr>
<tr>
<td>Mean Histogram</td>
<td>(AH_g = (1/k) \sum_{j=0}^{k-1} N(j)/T)</td>
</tr>
<tr>
<td>Energy</td>
<td>(Eyg = \sum_{g=0}^{k-1} [P(g)]^2)</td>
</tr>
<tr>
<td>Entropy</td>
<td>(Et_p = - \sum_{g=0}^{k-1} P(g) \log_2 [P(g)])</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>(\sigma = \sqrt{\sum_{g=0}^{k-1} (g - AG)^2 P(g)})</td>
</tr>
<tr>
<td>Skew</td>
<td>(Skw = (1/(\sigma g)^3) \sum_{g=0}^{k-1} (g - AG)^3 P(g))</td>
</tr>
<tr>
<td>Modified Energy</td>
<td>(ME_g = \sum_{g=0}^{k-1} [P(I(g))]^2)</td>
</tr>
<tr>
<td>Modified Entropy</td>
<td>(ME_t_p = - \sum_{g=0}^{k-1} P(g) \log_2 [P(I(g))])</td>
</tr>
<tr>
<td>Modified Standard Deviation</td>
<td>(m\sigma = \sqrt{\sum_{g=0}^{k-1} (I(g) - AG)^2 P(I(g))})</td>
</tr>
<tr>
<td>Modified Skew</td>
<td>(MSkw = (1/\sigma^2 g) \sum_{g=0}^{k-1} (I(g) - AG)^3 P(I(g)))</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>(Kur = (1/(\sigma g)^4) \sum_{g=0}^{k-1} (g - AG)^4 P(g))</td>
</tr>
<tr>
<td>Mean Grey Level</td>
<td>(AG = 1/T \sum_{g=0}^{k-1} I(g))</td>
</tr>
<tr>
<td>Difference</td>
<td>(Dff = AG - BAG)</td>
</tr>
<tr>
<td>Contrast</td>
<td>(Ctr = Dff/(AG + BAG))</td>
</tr>
<tr>
<td>Human Interpreted Features - BIRADS</td>
<td></td>
</tr>
<tr>
<td>Breast Density</td>
<td>Density of breast tissue; rated 1-4</td>
</tr>
<tr>
<td>Abnormality Assessment Rank</td>
<td>Seriousness of abnormality; rated 1-5</td>
</tr>
<tr>
<td>Mass Shape</td>
<td>Morphological descriptor, e.g. round, oval, lobulated, irregular etc.; rated 1-9</td>
</tr>
<tr>
<td>Mass Margin</td>
<td>Morphological descriptor, e.g. circumscribed, microlobulated, obscured etc.; rated 1-5</td>
</tr>
<tr>
<td>Human Interpreted Features - Others</td>
<td></td>
</tr>
<tr>
<td>Subtlety</td>
<td>Subjective abnormality measure; rated 1-5</td>
</tr>
<tr>
<td>Patient Age</td>
<td>Age of patient at the time of mammography</td>
</tr>
<tr>
<td>Calcification Association</td>
<td>Relation of mass to calcification; categorized as yes or no</td>
</tr>
</tbody>
</table>

\[
\text{ClassifierOutput} = \begin{cases} 
0, & \text{if } \text{Output} \geq \theta \\
1, & \text{if } \text{Output} < \theta \end{cases} \quad (2)
\]
Table 2: Performance of CGPANN with 70/30 split between training and testing samples. The best configuration is with $[1 \times 100]$, $I_E = 3$ and $O_p = 4$, indicated in bold. That configuration was then tested using 10-fold cross-validation (bottom row).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Accuracy %</th>
<th>Active Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>$I_E$</td>
<td>$O_p$</td>
</tr>
<tr>
<td>$1 \times 50$</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>$1 \times 100$</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Best configuration - 10-fold cross-validation</td>
<td>1 \times 100</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 3: Performance of CGPWNN & CGPWNN with linearity disabled on 70% Training and 30% Testing Dataset. The best configuration indicated in bold was then tested using 10-fold cross-validation.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Accuracy %</th>
<th>Active Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>$I_E$</td>
<td>$O_p$</td>
</tr>
<tr>
<td>CGPWNN</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>Best configuration - 10-fold cross-validation</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>CGPWNN with linearity disabled</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Best configuration - 10-fold cross-validation</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>8</td>
</tr>
</tbody>
</table>

\[ \text{Spec} = \frac{TN}{(TN + FP)} \]  

where FP is the number of false positives – Type I error – corresponding to the classification of a benign sample as malignant.

4 Experimental setup

4.1 CGPANN parameters

The first part of the experiment involves the evolution of genotypes under two random architectures $[1 \times 50]$ and $[1 \times 100]$, where rows = 1 and columns = 50 and 100, respectively, and with different parameter settings. The intent of having a single row is to have
a fully connected feedforward network - a standard CGP configuration. The number of inputs to each neuron \( I_p \) were 3 and 6 and the number of outputs \( O_p \) were 2, 4 and 8, respectively. A \((1 + 9)\)-ES, with \( \lambda = 9 \), and a mutation rate of 0.1% was used in all of the simulations, similar to (Khan et al. 2013). Each network was evolved for 50,000 generations. The activation functions used were sigmoid and hyperbolic tangent. Table 2 shows the different configuration of parameters for the network and their performance, using a 70/30 split between training and testing samples. The table shows the figures for training accuracy, testing accuracy along with the standard deviation of the accuracy of the 30 genotypes, sensitivity, specificity, active neurons and the number of selected features.

The results are averaged over 30 independent evolutionary runs. The best result was with \([1 \times 100]\), \( I_p = 3 \) and \( O_p = 4 \), with \( T_{p, A} = 92.59 \) and \( T_{e, A} = 89.11 \). That configuration then proceeded for further testing, now using 10-fold cross-validation. Results indicate a training accuracy of 92.57% and a testing accuracy of 87.15%, using the average for 30 independent runs of the cross-validation. Sensitivity and specificity were 86.10% and 88.91%, respectively.

### 4.2 CGPWNN parameters

Similarly to CGPANN, two random CGPWNN architectures \([50 \times 1]\) and \([100 \times 1]\) were used. The number of columns was set to 1, as the number of hidden layers in a wavelet neural network is also 1. The number of inputs to each wavelet \( I_p \) was set at 3 and 6; and the number of outputs \( O_p \) were 4, 8 and 12. As in the previous case, a \((1 + 9)\)-ES, with \( \lambda = 9 \), and a mutation rate of 0.1% was used in all of the simulations. Each network evolved for 50,000 generations. Wavelet functions used in the experiments were Gaussian, Mexican hat and Haar wavelets. The networks were trained on 70% of the data and tested on the remaining 30%, as before. The performance for each network configuration is shown in Table 3 and results represent the average of 30 independent evolutionary runs. Similar parameters were also used to train a modified version of CGPWNN - disabling direct connection of input to the output. The intent was to know whether input features modeled non-linearly would perform better; results are shown in the same table.

### 4.3 NEAT parameters

The main parameters used in NEAT for evolving neural network structure is shown in Table 4. The NEAT classifier was trained under both 70% training, 30% testing; and the 10-fold cross validation strategies. Table 5 shows the results of each training and testing set which is the average of 30 independent evolutionary runs.

### 5 Results and discussion

In Tables 2 and 3, there is no observable trend for accuracy as the networks' structure vary. Maximum training and testing accuracies achieved by CGPANN (from Table 2) are 93.57% and 89.11%. The maximum training accuracy of CGPWNN in Table 3 is 94.14% with a 100 \( \times 1 \) structure with 6 inputs and 8 outputs. Analogously, the maximum testing accuracy was 89.57% with a network structure of 100 \( \times 1 \) with 6 inputs and 4 outputs. By disabling the direct input connectivity to the output (see Table 3), the maximum training accuracy was 94.59% with a 100 \( \times 1 \) network with 3 inputs and 8 outputs; and testing accuracy remained same i.e. 89.57% with a 50 \( \times 1 \) structure with 3 inputs and 8 outputs. These results implies that the feature set can be modeled either way. As mentioned in Section 4, the network with the maximum accuracy is used to train the data samples using 10-fold cross validation. Since 10-fold cross validation is a considerably more robust test strategy compared to training/testing split, we observed a relatively small performance decrease. CGPANN attained average testing accuracy of 87.15% (Table 2) while CGPWNN and its modified version (Table 3) obtained an average testing accuracy of 88.60% and 88.03%, respectively.

From Table 5, NEAT obtained training and testing accuracies of 90.59% and 89.11%, respectively. Both CGPANN and NEAT achieved the same accuracies, but the sensitivity of CGPANN was found to be 88.45% while that of NEAT was 86.67%. The 10-fold cross validation again resulted in a small decrease in the performance of the NEAT classifier to 84.63%. A similar reduction in classification accuracy was also observed in (McLeod & Verma 2011, Verma et al. 2009a).

![Figure 5: Feature selection of the evolved neural networks, where patient age, mass margin and mass shape were selected by the three algorithms all the time.](image)

Table 5: Performance of NEAT using 70/30 split and 10-fold cross validation strategies.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>( T_{p, A} )</th>
<th>( T_{e, A} (\sigma) )</th>
<th>Sens</th>
<th>Spec</th>
</tr>
</thead>
<tbody>
<tr>
<td>70/30 split</td>
<td>90.59</td>
<td>89.11(3.02)</td>
<td>86.67</td>
<td>92.48</td>
</tr>
<tr>
<td>10-fold cross valid.</td>
<td>91.14</td>
<td>84.63(4.50)</td>
<td>85.55</td>
<td>85.93</td>
</tr>
</tbody>
</table>
and shown as percentages. In CGPANN and CGPWNN most of the genotypes selected four features: patient age, assessment, mass margin and mass shape – similar to (Zhang & Kumar 2006); breast density and subtlety were selected less often (approximately 60% of the time). Finally, CGPWNN-NL selected 3 features every time: patient age, mass margin and mass shape. Thus, one can argue that those are the most robust features from the features list, as they are selected by all methods all the time.

In Table 2, it is also observed that the maximum number of active neurons in the search space of 1 x 50 and 1 x 100 is 43.63%. Even though more than 57% of the genotype represents inactive genes or junk nodes, it has been shown that the presence of inactive genes actually is useful to the efficiency of the evolutionary process, due to the concept of neutrality (Miller & Smith 2006, Vassilev & Miller 2000, Yu & Miller 2001, 2002). Active nodes are only involved in the computational process which implies lesser delays. By increasing the number of outputs, the contribution of neurons from the pool of resources increases (Table 2).

In CGPANN, the computational process cannot be controlled via any genes (input, connection, weight, function, output, etc). On the other hand, in CGPWNN, since the architecture is forcibly \([n \times 1]\), the number of outputs ultimately controls the range of active wavelets in the search space. From Table 3, with increasing numbers of output nodes, the active wavelets in the search space increases, restricted to an upper limit of the total number of outputs; thus, forcing the evolutionary process to search for optimum solutions under a controlled computational environment.

A (1+9)-ES (used in our simulations) implies an evaluation of 10 genotypes in each generation. Table 6 shows the average number of evaluations for 30 independent evolutionary runs of CGPANN, CGPWNN and CGPWNN-NL genotypes with the maximum classification accuracy along with the average CPU time (in hours) to complete 50,000 generations. CGPWNN-NL has the lowest number of evaluations, at 154,160, as compared to CGPANN (171,090) and CGPWNN (179,670) and therefore, is the fastest learning algorithm among the three. For the average CPU time, the platform was a single core CPU @3.40GHz with Windows-XP 64-bit. We can clearly see that CGPANN took the longest time (2.96 hrs) in evaluating genotypes, while CGPWNN and CGPWNN-NL took 1.35 hrs and 1.30 hrs, respectively. That was somewhat expected, as in CGPWNN computational delay is controlled via outputs; hence the time required to complete the same number of generations is shorter.

Even though CGPWNN requires less CPU time compared to CGPANN, it still produces better and equivalent accuracy results. The strength of CGPWNN is the wavelet functions and the CGP representation itself. Such wavelet function modifies input in a manner that has an equivalent effect of multiple neurons together.

Table 7 shows the performance of different classifiers in classifying the breast mass dataset. We can see that the proposed classifiers have outperformed most of the so-called standard classifiers, i.e. those not based on clustering or ensemble architectures.

6 Conclusions

This work compared existing (CGPANN, NEAT) and novel neuroevolutionary algorithms (CGPWNN) for their ability to classify malignant and benign patterns in digital mammograms. CGPWNN achieved a classification accuracy of 89.57%, while CGPANN and NEAT reached 89.11%, respectively. Three features were consistently selected during the evolutionary process. Patient age, mass margin and mass shape thus play an important role in the correct classification of tumours. The CGPWNN algorithm was also found to be less computationally expensive and managed to search for higher quality solutions faster, compared to the other approaches.

The proposed technique was also found to perform comparatively to other techniques mentioned in literature and outperformed most of the standard classification algorithms.

Currently, a predefined structure for the search space is provided to the algorithm. In our future research, we intend to investigate a developmental form of CGPWNN that would evolve with each time-step. The performance of CGPWNN shall also be exploited further by introducing an adaptive threshold gene and the effect of having no bias. In addition, we plan to test the algorithm on other biomedical benchmark case studies.
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Table 7: Comparison of different classifiers on the DDSM using 6 features

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy(%)</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard classifiers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCA</td>
<td>87.00</td>
<td>91.60</td>
<td>93.90</td>
<td>(Pour et al. 2012)</td>
</tr>
<tr>
<td>AANN</td>
<td>91.00</td>
<td>90.00</td>
<td>92.00</td>
<td>(Panchal &amp; Verma 2006)</td>
</tr>
<tr>
<td>SVM</td>
<td>87.50</td>
<td>88.40</td>
<td>91.60</td>
<td>(McLeod &amp; Verma 2011)</td>
</tr>
<tr>
<td>K-means</td>
<td>84.50</td>
<td>–</td>
<td>–</td>
<td>(Verma et al. 2009a)</td>
</tr>
<tr>
<td>SOM</td>
<td>76.00</td>
<td>90.00</td>
<td>88.40</td>
<td>(Pour et al. 2012)</td>
</tr>
<tr>
<td>NN</td>
<td>90.00</td>
<td>91.60</td>
<td>88.40</td>
<td>(Verma et al. 2009a)</td>
</tr>
<tr>
<td>CART</td>
<td>91.00</td>
<td>–</td>
<td>–</td>
<td>(Kumar, Zhang, &amp; Verma 2006)</td>
</tr>
<tr>
<td>C5.0</td>
<td>89.00</td>
<td>–</td>
<td>–</td>
<td>(Kumar, Zhang, &amp; Verma 2006)</td>
</tr>
<tr>
<td>GANN</td>
<td>89.00</td>
<td>91.60</td>
<td>88.40</td>
<td>(Kumar, Zhang, &amp; Verma 2006)</td>
</tr>
<tr>
<td>BPNN</td>
<td>88.00</td>
<td>–</td>
<td>–</td>
<td>(Kumar, Zhang, &amp; Verma 2006)</td>
</tr>
<tr>
<td>Ensemble &amp; clustering classifiers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCBDL</td>
<td>97.50</td>
<td>97.50</td>
<td>97.50</td>
<td>(Verma et al. 2009a)</td>
</tr>
<tr>
<td>SCNN</td>
<td>94.00</td>
<td>97.83</td>
<td>90.74</td>
<td>(Verma et al. 2009a)</td>
</tr>
<tr>
<td>MCSVM</td>
<td>94.50</td>
<td>94.00</td>
<td>94.00</td>
<td>(McLeod &amp; Verma 2011)</td>
</tr>
<tr>
<td>NN Ensemble</td>
<td>89.00</td>
<td>–</td>
<td>–</td>
<td>(McLeod &amp; Verma 2013a)</td>
</tr>
<tr>
<td>LCA Ensemble</td>
<td>94.00</td>
<td>82.70</td>
<td>95.20</td>
<td>(Pour et al. 2012)</td>
</tr>
<tr>
<td>Neuroevolutionary classifiers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CGPANN</td>
<td>89.11</td>
<td>84.45</td>
<td>92.00</td>
<td>-</td>
</tr>
<tr>
<td>CGPWNN</td>
<td>89.57</td>
<td>84.90</td>
<td>94.38</td>
<td>-</td>
</tr>
<tr>
<td>CGPWNN-NL</td>
<td>89.57</td>
<td>85.38</td>
<td>94.38</td>
<td>-</td>
</tr>
<tr>
<td>NEAT</td>
<td>89.11</td>
<td>86.67</td>
<td>92.48</td>
<td>-</td>
</tr>
</tbody>
</table>


McLeod, P. & Verma, B. (2010), A classifier with clustered sub classes for the classification of suspicious areas in digital mammograms, in ‘International Joint Conference on Neural Networks (IJCNN)’, IEEE, Barcelona, pp. 1–8.
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Abstract
The extreme value (EV) distribution describes the asymptotic behaviour of all stationary distributions in terms of a limiting, three parameter distribution function. This result can be used to compare elite sport performances for several purposes.
1. By regressing out most significant fixed and random effects for a given discipline, gender and class combination, the resulting residuals can be fitted to an EV distribution to determine the optimised parameters describing gender/discipline/class combinations and their uncertainties. This allows the objective ranking of athletes across events in terms of their percentiles.
2. Use of the regression models allows objective estimates of likely future event standards for performances in heats, semis and finals placings.
3. Determinations of distributional parameters allow comparison between gender, class (including able-bodied or AWD performances) and disciplines via percentiles.
4. Deviations in the regression parameters may indicate the varying effects of performance enhancement over the time-span of Olympic cycles.

Keywords: Elite sport; performance analysis; Extreme Value theorem; Weibull distribution; performance prediction

1. Introduction
In selecting athletes for a track and field team, generally fairly stringent constraints are placed on the number of athletes that can be accommodated. Perhaps the most stringent of these, at least for major meets, are those set in place by the organisers because of logistic constraints limiting the total number of competitors. There are also constraints imposed by the team management from their own logistics and budget, and also through consideration of the standard of the meet: there is generally little advantage in sending a large number of athletes likely to be eliminated in their first round or heat, or who have no realistic chance of placing near the front of the race. It will almost always be preferable for these athletes to compete at a lower level, and gain experience and confidence from meets where they have some realistic chance of influencing the major placings.

But these criteria on selection are somewhat nebulous, and without an obvious clear definition of eligibility; whereas eventually a choice must be made that an athlete is, or is not, of the requisite performance standard. Furthermore, since the entrance standard set by the organisers is usually the more stringent, it is often the case that the last athlete selected will be at the expense of an athlete in an entirely different discipline or event. For a number of reasons it is preferable that these decisions should be as transparent as possible, and based on objective criteria (rather than purely on the selectors subjective experience of relative merits).

In Athletes With Disabilities (AWD) track and field competition, there is the additional difficulty that at anything but World Championship (WCh) or Paralympic level competition, there may be too few competitors in any one class to yield the requisite closeness of competition or excitement that makes a good spectacle; but the entertainment spectacle is where an increasingly large proportion of financial support originates. This is because the numbers of AWD athletes in an event is virtually always less than the potential pool for able-bodied (AB) athletes in their corresponding event; and there are often up to or greater than 30 AWD classes for each equivalent AB event. Even at the highest international level, available numbers are insufficient to guarantee an appropriate level of competition in some event/class combinations; let alone at the far more numerous sub-national AWD competitions that allow us to identify athletic talent initially.

In the past, a number of somewhat ad hoc solutions to this dilemma have been experimented with; ranging from a failure to cater for the particular event/class combination (or equivalently, allowing more severely handicapped classes to compete in a higher
class, where they will be sorely outgunned), to introducing a class-specific handicap to allow more even competition, but requiring the development of a “fair” handicapping system. This latter choice has been adopted sometimes at the highest levels, but no such handicapping system has been found fully satisfactory, and each system tried has eventually lost support. Intuitively, for universal acceptance, a handicapping system is required to be fair (at least in the spirit of “amateur” competition on which both the Olympics and Paralympics are still ideologically based); but also sufficiently understandable that they can be “seen” to be fair. Such a system is yet to be found, and arguably cannot reasonably be expected to exist, because of the almost diametrically opposite features required by each of these requirements. 

Given this last statement, what are the alternatives? Historically, many handicap schemes for AWD athletics have attempted to err on the side of simplicity, while attempting to maintain as fair a system as possible. So, a number of systems based on the use of the current world’s best performance(s) have been proposed and often used. While experienced proposers were often able to do a very good job in making their scheme appear fair to the majority of competitors, unfortunately in all cases competitors were found that were now patently disadvantaged by the new scheme, leading eventually to the demise of that particular system. An alternative type of handicapping system, while attempting to retain simplicity as far as possible, elected to make fairness their top priority. These systems were necessarily more complex than the first type; but all such systems proposed generally also came up short in terms of fairness. Unsurprisingly, such systems (somewhat complex, and clearly not totally fair, but in a complicated way) enjoyed even less support than the former type in the long-term.

In this paper, we take another look at the second category of solutions to the simplicity vs accuracy dilemma: we introduce a relatively complex type of analysis where fairness is more-or-less guaranteed, at least given sufficient data. While initially the fairness is only approximately guaranteed, with increasing amounts of data (guaranteed by time) it becomes increasingly more precise. For many AWD event/class combinations, the methodology is already capable of good precision in comparing performances across events and classes; possibly including comparisons between AB and AWD performances. As a side product, it also throws light on variations in elite performances over time, and also on the probability (prediction) of different levels of performance in the near future.

2. Methodology

This methodology combines a number of statistical and data-mining processes to characterise performances in any athletics event (or event/class combination) in terms of a small number of parameters specific to each event, but independent of time. In this way, a single elite performance may be compared accurately with other performances achieved under somewhat different conditions at different times. One price paid for this generality is the introduction of a degree of uncertainty in deciding the rankings of superior performances; representing the uncertainty due to unknown (ignored but presumed random) effects on performance.

In summary, we start with a regression model that includes all measured and identified significant effects (such as gender, wind speed and direction (if known), date of performance etc.); also including the identities of each athlete as random effects, since the data set will normally contain repeated measures for at least some athletes. With all significant effects identified in this way, it is assumed that the residuals (measured-modelled) are independent and identically distributed (iid): in particular they should be independent of time if the regression model is adequate. In other words, given the adequacy of the regression model, the residual series can be represented by a stationary iid distribution.

Under these conditions, the Extreme Value (EV) theorem tells us that the tail of this distribution of residuals asymptotically has a fixed form, fully described by only two (or three) parameters. By considering the average speed, rather than the total time, for track events and similar, we can assume in all athletics events that elite performances are characterised
by the upper tail of the distribution (bigger is better); the relevant form of the distribution is then the Weibull (also known, in transformed form, as the Extreme Value) distribution. This distribution is defined on the \([0, \infty]\) interval, so that it is assumed that there is a non-zero possibility of any finite performance, although the likelihood of really high performances becomes vanishingly small.

However, the asymptotic adherence to the Weibull form does not guarantee the stationarity of the series of residuals: our assumptions require also that the distribution of performance residuals for each year or period should individually follow this same asymptotic form of distribution obtained for the whole series. This somewhat more stringent requirement allows us to examine our assumptions rather more critically.

Putting all this together allows us to characterise performances for a single event as being comprised of three parts:

a) A fixed part that takes into account the known effects (such as gender, time and wind speed);

b) An individual part that allows for the specific prowess of individual athletes (the random effect, representing inter-athlete differences); and

c) A random part that allows for unknown effects that characterise the typical intra-athlete variation in performance for the athlete population in question. An application of the EV theorem shows that the upper part of this distribution is characterised by a Weibull distribution.

3. Results

Recently, (July/August) the 2014 British Commonwealth Games were held in Glasgow, Scotland. Part of these Games took the form of a swimming competition for both men and women, including AWD (Athletes-With-Disabilities) and AB (Able-Bodied) athletes. To introduce the methodology, we consider results for females for the freestyle swimming stroke at all distances raced, varying from 50m to 1500m. In order to maximise the accuracy of our prediction analysis, we used a comprehensive dataset obtained from the Infostrada website (www.infostradasports.com). The data importation, and all statistical and mathematical analysis, was carried out using SAS JMP, v. 11.2.0. I have adhered to their nomenclature wherever possible.

For free-style (FRS), the data consists of >23,000 records (extracted on 07 Aug 2014); each record represents an individual race performance (accepted by FINA as an official time for all recent performances).

The first part of this analysis uses a linear regression model to account for effects due to any of the following that are applicable:

i. the Pool Length (SCM or LCM);

ii. the race Distance;

iii. the Stroke (FRS or free-style, in this example);

iv. Gender (Female);

v. Competition Type (Olympics, World Championships, Grand Prix etc.);

vi. Competition Phase (Heats, Semis, Finals…);

vii. the Date of the event; and

viii. Athlete identity (since relative athletic prowess varies with distance, the Random Effect was taken as race Distance nested within Athlete ID).

The regression y-variable was identified as the natural logarithm of the average speed; this had the happy outcome that small changes in regression coefficients could be interpreted as % relative changes, and also satisfied the “bigger is better” requirement (see above). In addition, the time-variable (Date) was broken up into two parts: the Olympic quadrennium represented by the Olympic Year (as an ordinal variable), which allowed the aggregation of the data from 4 years rather than just one; and the Olympic Cycle (year (mod 4)), which allowed for a periodicity in aggregated performance times that is observed in some events. Interactions between main effects were fitted, but kept in the final model only if they were found to be significant in at least one of the regressions.

4 Case study: Female FRS – “Average” elite performance

For women’s freestyle, the resulting fit accounted for 98.8% of the variation (N=19,573 plus 271 from the 2014 Commonwealth Games, which were excluded from the initial analysis). The goodness of fit is somewhat artificially enhanced due to the wide range of Distance included in the models; if Distance was included as a by-variable instead, essentially the...
same analyses resulted, but with much lower regression R²s.
The actual model fitted in this case was:
\[
\ln(\text{speed}) \sim \text{Name [Distance]} \quad (\text{Random}) + \text{Competition Type} + 
\text{Olympic Year [Distance]} + \text{Olympic Cycle} + \text{Distance},
\]
accounting for 110 degrees of freedom in all for this model. The only interaction term considered for main effects was Olympic Year.

Fig.1a The profile of “average” swim speed vs time. Other parameters were: Olympic cycle=0; Competition=Olympic Games; Distance=100m. The figures on the left show the swim speed and uncertainty for the Olympic main fixed effects which also shows their interactions. Year 2012. Estimated standard errors are also shown.
After fitting this regression, we obtain a “profile” of the variation in speed against all the main fixed effects which also shows their interactions. In this case we have four fixed effects: Olympic Cycle, Competition Type, Olympic Year and Distance; but only the last two have a major influence, although all are statistically highly significant. Graphs of speed against Olympic Year and Distance account for the vast majority of the regression variance (Figures 1a and 1b).

Figure 1a represents the regression fit for swimming speed, from 1896 to the present, for the Infostrada data. Ignoring the inevitable bias inherent in the data due to the different qualities of the fields and the number of events represented by each 4 year period (the 1896 data is all from the Olympic Games, whereas more recent data includes local, national, regional and global meets), this data shows interesting features of the generally increasing event speed with time. Of particular interest is the section of the graph post 1980, where the regression speed at first peaks and then decreases, before starting to rise relatively rapidly in recent years (especially post 2008). Reasons for this behaviour potentially include interactions between: the use of faster swim suits and their subsequent banning post 2000; a reaction to increasing detection of illegal performance enhancement drugs; and the effects of better coaching techniques coupled with better understanding from sports science, particularly around starts and turns. Also of interest is the effect of distance on average speed (or pacing) (Fig. 1b), which shows a rapid diminution in speed as the distance increases from 50m to 200m, perhaps even a suggestion that it diminishes more rapidly between 100m to 200m than between 50m and 100m. This may be influenced by the differential effect of the number of turns relative to the start at different distances.

Finally, for the regression model, the values of the random effect estimates, or the BLUP (Best Linear Unbiased Predictor), (essentially the overall advantage of a particular swimmer over the “average” swimmer of the regression fit, considered as a % advantage), are also of interest. This gives rise to a normalised ranking list, allowing the comparison of individual swimmers (and distances) over time. For instance, the top 10 Female 100m swimmers from this list are given in Table 1, together with their nationality and years of competitive swimming.
Table 1  Top 10 ranking list for 100m (relative to peers)

<table>
<thead>
<tr>
<th>Name</th>
<th>BLUP</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
<th>Nation</th>
<th>Min(Year)</th>
<th>Max(Year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lu Bin</td>
<td>0.110</td>
<td>0.090</td>
<td>0.129</td>
<td>CHN</td>
<td>1992</td>
<td>1994</td>
</tr>
<tr>
<td>Libby Trickett</td>
<td>0.102</td>
<td>0.096</td>
<td>0.108</td>
<td>AUS</td>
<td>2003</td>
<td>2012</td>
</tr>
<tr>
<td>Jodie Henry</td>
<td>0.099</td>
<td>0.092</td>
<td>0.106</td>
<td>AUS</td>
<td>2000</td>
<td>2007</td>
</tr>
<tr>
<td>Le Jingyi</td>
<td>0.096</td>
<td>0.084</td>
<td>0.108</td>
<td>CHN</td>
<td>1992</td>
<td>1996</td>
</tr>
<tr>
<td>Cate Campbell</td>
<td>0.095</td>
<td>0.088</td>
<td>0.103</td>
<td>AUS</td>
<td>2007</td>
<td>2014</td>
</tr>
<tr>
<td>Britta Steffen</td>
<td>0.094</td>
<td>0.087</td>
<td>0.101</td>
<td>GER</td>
<td>2006</td>
<td>2013</td>
</tr>
<tr>
<td>Inge de Bruijn</td>
<td>0.093</td>
<td>0.083</td>
<td>0.102</td>
<td>NED</td>
<td>1991</td>
<td>2004</td>
</tr>
<tr>
<td>Nicole Haislett</td>
<td>0.092</td>
<td>0.078</td>
<td>0.107</td>
<td>USA</td>
<td>1991</td>
<td>1994</td>
</tr>
<tr>
<td>Marleen Veldhuis</td>
<td>0.092</td>
<td>0.085</td>
<td>0.100</td>
<td>NED</td>
<td>2003</td>
<td>2012</td>
</tr>
<tr>
<td>Franziska Van Almsick</td>
<td>0.092</td>
<td>0.083</td>
<td>0.100</td>
<td>GER</td>
<td>1992</td>
<td>2004</td>
</tr>
</tbody>
</table>

The REML analysis shows that only about 4.5% of the variance is accounted for by the fixed effects, while the random effect of “inter-athlete advantage” accounts for over 95% of the overall variance. If the empirical distribution of the 6700 individuals in the database is plotted separately by distance (Figure 3), it is clear that the dispersion is somewhat greater for the lower distances (50m-100m) than for the other distances. In other words, relatively speaking, there is a somewhat greater spread for the smaller distances than for the higher ones.

Figure 2  The BLUP distributions for each of the 6 freestyle distances analysed: Distance=50m, 100m, 200m, 400m, 800m, 1500m.

5 Residual analysis
So far, the analysis has accounted for the important fixed effects and interactions, and the random effects associated with intra-athlete differences. The remaining variance may be considered as irreducible error caused by ignored or unknown effects, such as seasonal effects and taper (only partially included in competition type), or influences such as emotional and mood swings, factors affecting mental preparation, and so on. This irreducible error still remains even if we have an effectively infinite number of performances by an athlete in our data.
Comparing each individual performance with the value predicted by the regression (including the random effect for the athlete), we obtain the “conditional residual” as the difference:

\[ \text{conditional_residual} = \text{speed} - \text{conditional_predicted_speed} . \]

Since we have more or less “regressed out” all significant effects, including the repeated measures, we assume that the conditional residuals are iid. The Extreme Value theory affirms that the upper extreme of such a distribution will be asymptotically Weibull, above a certain threshold. We fitted a 3-parameter Weibull distribution (the location parameter \( \alpha \), the shape parameter \( \beta \), and the threshold parameter \( \theta \)) to the upper part of the empirical cumulative distribution of residuals:

\[ \text{conditional_residuals} \sim W(\alpha, \beta, \theta); \]

where parameter values and confidence intervals are given in the table:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>ApproxStdErr</th>
</tr>
</thead>
<tbody>
<tr>
<td>alpha</td>
<td>0.0482</td>
<td>0.00019</td>
</tr>
<tr>
<td>beta</td>
<td>2.281</td>
<td>0.0072</td>
</tr>
<tr>
<td>theta</td>
<td>-0.0478</td>
<td>0.00019</td>
</tr>
</tbody>
</table>
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**Figure 3** Plot of the empirical distribution of residuals (heavy line), and the fitted Weibull distribution, showing the close fit above a threshold of 0.005, as demanded by the EV theorem. Note that the three estimates (\( \alpha, \beta, \theta \)) are generally highly correlated.

Although it is possible to determine separate distributions for each athlete, in practice this is likely to lead to difficulties, as many emerging athletes of interest may have few performances on record. By using an average value for all athletes it is possible to give a reasonable estimate of the typical variation that has been observed in elite athletes, making for a more robust approach, though potentially slightly less than optimal.
The 5th and 95th percentiles of the above distribution give the range of the uncertainty inherent in predicting the performance from an elite swimmer, in any individual freestyle event. In fact, as for the BLUP estimates (cf. Table 1), there are small differences between results for different distances, but the differences are small and for simplicity we choose to ignore them.

6 Performance prediction

Finally, we can predict the performance of any athlete in the 2014 Commonwealth Games in Glasgow freestyle competition. Firstly, we calculate the prediction for each athlete in 2014 from the regression equation, augmented by their specific athlete advantage, and also the confidence limits around this expected value which allows for the uncertainties in the athlete advantage explicitly obtained in the same process. This 90% confidence region is further widened by adding the Weibull uncertainties obtained from the pooled residuals analysis above to obtain an approximate confidence interval for the predictions; expecting that about 90% of the data should fall within this augmented region.

The estimated uncertainty in the BLUP estimates for athlete advantage contributes a factor of

\[ F_\pm = \exp(\pm 1.96 \times SE_{\text{OFBLUP}}) \]

to the confidence interval, which must be multiplied by the conditional estimate of the speed for each athlete.

We have also shown above that, to a good approximation, the uncertainty bounds in the predicted speed for any athlete is given by the Weibull distribution:

\[ (Wq(0.05, \alpha, \beta, \theta), Wq(0.95, \alpha, \beta, \theta)) \]

Where \( Wq(x, \alpha, \beta, \theta) \) represents the \( x \)th quantile of the 3-parameter Weibull distribution. For the 100m women’s freestyle for Glasgow 2014 we obtain the following graph of predictions and results for the top 45 places, by simply omitting those who were not present in the all-time performance ability list, and combining error estimates of different sources using a root sum of squares addition:

\[ SE = (SE_1^2 + SE_2^2)^{1/2} \]

where the subscripts 1 and 2 refer to the BLUP standard error (expressed in absolute terms), and the Weibull standard error respectively.

![Figure 4](image_url)

**Figure 4** Predicted performances (grey lines as 90% confidence intervals) and ranks for Female 100m FRS at Glasgow 2014, compared with actual performances (closed dots).

The calculated bounds appear to be possibly too loose, as only 2-3 points appear to lie outside the bounds (all above), whereas 4-5 points may theoretically be expected; but overall the
predictions are matched quite well. The variation in ranks from those predicted illustrates the uncertainty inherent in those predictions: predicted ranks (1,2,3,4,5,6,7,8,9) become actual (1,4,2,5,3,6,9,7,8) for the first 9 competitors. In other words, one athlete who should have expected a silver medal on rankings was relegated to bronze, whereas another potential podium finisher missed out, and a third person was able to gain a silver medal when expectations were not to finish in the top 3 at all.

7 Conclusion
In conclusion we have demonstrated a methodology that essentially ranks athletes against their peers over time, by measuring their relative strength against as many of their peer performances we have available, taking into account all measureable influences through a regression approach. We have shown that this approach can be highly accurate, being largely free of the instabilities which have plagued other methods of comparison. This makes it suitable even for comparing athletes across classes, or even different events, such as is required in selection, or for combining AWD classes in the same event.

We have also shown that the methodology may throw light on the way in which elite performances change over time, having uncovered seemingly irregular behaviour in the generally highly stable average quality of performance over time. These irregularities suggest further work to disentangle the influences combining to produce this observed behaviour.

Although due to lack of space, the swimming discipline was chosen as the sole example, it is clear that the same technique (with some modifications) could be used for any athletic event (100m, shot), or for rowing events, for example. Indeed, for AWD events, where we must match performances across disability classes, the same conclusion holds, providing there are sufficient results to guarantee the desired accuracy; which can be guaranteed by combining results from a number of events over time through a regression fit.

Finally, we have demonstrated a methodology to characterise the random variations in elite performances, whether for a single athlete or for the whole population of elite athletes. We have shown that, removing temporal influences by regression, the remaining stationary distribution (of residuals) must be characterised by a single type of distribution, the Weibull, whose parameters can be accurately determined for each combination of classes. Equating performances across classes via the distribution percentiles then allows quantitative comparisons of performance merit.

We have shown that the combination of these three parts of this methodology can be used to predict both the expected performance of elite athletes, and also to quantify the uncertainty inherent in those performances. This potentially allows us to study in much greater detail such effects as the efficacy of different types of taper, of mental preparation or of diet, for example.
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Abstract
Determination of sequence similarity is a central issue in computational biology, a problem addressed primarily through BLAST, an alignment based heuristic which has underpinnned much of the analysis and annotation of the genomic era. Despite their success, alignment-based approaches scale poorly with increasing data set size, and are not robust under structural sequence rearrangements. Successive waves of innovation in sequencing technologies – so-called Next Generation Sequencing (NGS) approaches – have led to an explosion in data availability, challenging existing methods and motivating novel approaches to sequence representation and similarity scoring, including adaptation of existing methods from other domains such as information retrieval.

In this work, we investigate locality-sensitive hashing of sequences through binary document signatures, applying the method to a bacterial protein classification task. Here, the goal is to predict the gene family to which a given query protein belongs. Experiments carried out on a pair of small but biologically realistic datasets (the full protein repertoires of families of Chlamydia and Staphylococcus aureus genomes respectively) show that a measure of similarity obtained by locality sensitive hashing gives highly accurate results while offering a number of avenues which will lead to substantial performance improvements over BLAST.

Keywords: bioinformatics; sequence comparison; alignment free.

1 Introduction

The determination of sequence similarity is a fundamental problem in bioinformatics, underpinning general query based search of public databases, the propagation of annotations based on the relatedness of genes, and the inference of phylogenetic relationships among organisms. While alternative and specialised algorithms may be used for particular tasks, most similarity determination in bioinformatics relies on weighted sequence alignment methods such as Clustal (Thompson et. al., 1994) and in particular on an heavily optimised heuristic known as the Basic Local Alignment Search Tool (BLAST; Altschul et al, 1990).

While these tools have been enormously successful, alignment based methods suffer from two key problems for large scale comparative genomics: alignment algorithms are based on dynamic programming and so quadratic in sequence length; and alignment methods are not robust in the presence of structural sequence rearrangements i.e. when closely related sequences vary not merely through small numbers of local substitutions, insertions and deletions, but rather through the insertion or deletion of a large contiguous fragment. This latter issue is particularly important in studies of the development of infectious diseases and antibiotic resistance, both of which frequently involve a process known as Lateral Genetic Transfer (Skippington and Ragan, 2011). These limitations have motivated work on alignment-free methods for sequence analysis (Reinart et. al., 2009) requiring alternative representations of the sequence. Alignment-free approaches usually employ some tokenization of the sequence content into short words of fixed length $k$ known as $k$-mers, with scoring methods for similarity defined over the resulting (normalised) bag-of-words representation.

The selection of $k$ is a crucial parameter, controlling the dimension of the vector space in which the sequence vectors are embedded. Choices of $k \in \{5,6,\ldots,25\}$ are typical for nucleotide (DNA) sequence analysis, dependent upon the application, while a choice of $k \in \{2,3,\ldots,7\}$ is appropriate for amino acid (protein) sequences, which are derived from nucleotide sequences via a triplet code. Approximate matching is handled through the tiling effect of overlapping $k$-mers, and by the use of a small mismatch neighbourhood for each $k$-mer – in essence the number of positions in the $k$-mer in which a variation is allowed while still being treated as a match. Such approaches usually rely on data structures such as the suffix trie for storage of these relationships, with the consequent computational burden when similarity is evaluated.

In the present work we consider an alternative sequence similarity measure based on methods developed in the information retrieval community for large scale document indexing and clustering. In common with other alignment-free sequence comparison methods, the sequence (or a window into the sequence) is tokenized to produce a list of overlapping $k$-mers which are analogous to the words appearing in a document. A pseudo-random projection function is applied to the $k$-mer list, generating a binary string which acts as a signature for the sequence. The projection function employed is continuous, in the sense that two sequences having similar $k$-mer content will tend to have similar signatures – an aspect of locality sensitive hashing which stands in contrast to cryptographic hash functions, where it is desirable to minimise collisions.
Sequence similarity may then be computed rapidly through bit level determination of the Hamming distance between the signatures, without resort to dynamic programming or to traversals of complex data structures.

As a first step in this work, we investigate the use of these methods in a realistic bacterial protein classification task, and measure its effectiveness as a proxy for BLAST, the tool most widely used for such problems. Although we anticipate that an optimised signature based approach will yield significantly better performance than BLAST, we do not address that aspect in the current experiments; rather, we seek first to establish the extent to which a signature based similarity measure produces results that are consistent with those obtained via BLAST.

This paper is organised as follows. In the following section, we introduce the background on random signature methods essential for the remainder of the paper. In Section 3, we introduce the classification task and the adaptation of the random indexing methods described in Section 2 to a biological setting. Section 4 describes our experiments in detail and the results obtained, before concluding in Section 5 with a discussion and consideration of future work.

2 Random Indexing

Object signature approaches to information retrieval represent text documents, images and other searchable abstract objects, as binary strings of fixed length, called signatures. The starting point is invariably a vector-space object representation appropriate for the objects. For instance, a bag-of-words representation is most commonly used for text. A text document is then represented as a sparse vector of term frequencies or term-weights, whereby each vector component corresponds to a word in the vocabulary, but the only non-zero vector components correspond to terms that actually appear in the document. Images can be similarly treated – an image can be represented by a bag of visual features derived using various image feature extraction methods. Object signatures are then derived from the vector-space representation so that they preserve in signature space the mutual topological relationships that exist in the original representation of objects.

Locality-sensitive hashing (LSH) (Slaney, 2008) is a dimensionality reduction method, which transforms vector-space representations of objects into binary signatures. The original representation of an information object is typically a very sparse, high dimensional feature vector derived with some probabilistic language model, or other suitable feature extraction/definition approach. The binary signatures used in LSH methods offer compression of the original representation onto a dense, fixed, low-dimensional representation. LSH allows for comparison of two different objects for similarity far more efficiently than traditional methods such as cosine similarity, especially if the source objects are large. For instance, a relatively expensive cosine similarity computation between two large text documents may be replaced with a Hamming distance calculation over concise binary signatures. This efficiency motivates most applications of LSH and signatures, such as in information retrieval and near-duplicate detection. There are a number of different document signature models in use, including Minhash (Broder, 1997), Simhash (Sadowski and Levin, 2007), Topsig (Geva and De Vries, 2011) and Reflexive Random Indexing (Vasuki and Cohen, 2010), all of which use some variation of LSH.

Random projection is a simple and commonly used approach to LSH for achieving dimensionality reduction. Applications to image and text objects are described by (Bingham and Mannila, 2001). The basic approach is to project the original d-dimensional data to a reduced h-dimensional (h ≪ d) subspace, through a random h × d matrix whose vectors have unit length. The Johnson-Lindenstrauss Lemma (Johnson and Lindenstrauss, 1984) assures us, in practical terms, that by selecting large enough h, the distance relationships between vectors will be preserved. In practice it turns out that h can be quite small relative to d – for instance, text documents are often projected with h of the order of 100 to 1000, while the cardinality of the vocabulary, d, may be many millions of terms.

Sahlgren (2005) describes an efficient implementation of random projection over highly sparse data, called random indexing. The approach is based on a random projection of objects from input space onto the \((±1)^h\) hypercube. In the case of text, a simple random projection is achieved as follows. Each document is processed one term at a time. The term is used as a seed to a random number generator in order to generate a pseudo random sequence of values from the set \{+1, 0, −1\}. A common approach is to choose 1/6 of the values to be +1, 1/6 to be -1, and the rest to be 0, e.g. (Bingham and Mannila, 2001) and (Sahl, 2005), but other values may be used. Term signature values may be weighted at this point, for example TF-IDF in text applications.

Once all the term signatures are summed we have a real valued vector of dimensionality h. When terms are weighted this is a linear combination of all term signatures in the document. This vector is then converted into a binary string by applying the sign function. All non-negative values assume the value of 1, and all negative values assume the value of 0. The resulting document signature is then packed into a binary string.

With this representation it is now possible to perform efficient matching operations for a variety of applications. The collection of objects is first projected onto signature space and a database of object signatures is thus created. This is essentially a simple matrix where each row is a binary signature corresponding to one of the original objects. To find database objects similar to given search object, first we transform the search object representation into a binary signature using the same random projection process, and then perform Hamming distance calculation against the database to rank the objects by similarity to the search argument.

The following section sets out specific details of the k-mer based tokenization and random projection function employed to adapt the information retrieval techniques described above to a biological setting.

3 Methods

3.1 Overview

We use a protein classification task to assess the extent to which our signature based method yields results which
are consistent with those obtained via BLAST. Tasks of this nature arise routinely in functional annotation of sequence data and identification of families of orthologous genes, giving the results of the evaluation immediate practical relevance. We conducted two experiments using reference data representing distinct groups of bacteria obtained from the NCBI bacterial genome ftp site.

The experimental design consists of the following broad steps. First, a collection of protein sequences is obtained from a central repository and partitioned into mutually exclusive similarity groups of distinct, orthologous sequences. From each sequence we extract one or more overlapping component fragments, and each of these fragments is labelled with metadata which includes the identity of the originating sequence, fragment location and class label of the protein family to which the sequence belongs. A binary signature is then derived for each document fragment and these are saved with the associated fragment metadata to form the signature database.

To classify a query sequence, a set of component fragments is extracted from the query sequence and a binary signature is derived for each fragment. The database is then scanned to locate the $K \geq 1$ most similar sequences to the query. The similarity between the query and a candidate hit sequence is obtained by computing a pairwise similarity based on Hamming distance between binary signatures of all fragments in the query sequence and all fragments in the potential hit sequence and taking the maximum. A majority vote of the classes of the $K$ most similar hit sequences is taken as the predicted class for the query. Tied votes are resolved in favour of the class to which the best matching hit sequence belongs.

The following subsections describe the preparation of baseline data and signature generation in greater detail.

### 3.2 Construction of baseline datasets

Our experiments rely on prior classification of protein sequences into similarity families; however this information is not readily obtained from the standard reference data. Although reference sequences are annotated to some extent with functional descriptions and symbolic names for many genes, these annotations are often inconsistent or incomplete, with many genes simply designated as “hypothetical protein”. In the absence of definitive protein family classifications to support automated analysis, we employ a clustering algorithm to group protein sequences into putative families based on BLAST similarity.

Much earlier work has been devoted to clustering of protein families and protein domains, with the bulk centred on bottom-up agglomerative methods such as single linkage clustering, which proceeds by successively merging the most similar pairs. Harlow et al (2004) examined the problem of protein family clustering in detail, obtaining superior results by first applying the Markov Cluster algorithm (MCL) (van Dongen, 2000; Enright et al, 2002) to partition the protein sequences into equivalence classes based on a normalised BLAST similarity score before proceeding to use single linkage to map out fine-grained topology within clusters. With the findings of Harlow et al (2004) in mind, we use MCL to derive class labels in the present work.

Given a collection of reference sequences obtained from the genomes of one or more organisms, a non-redundant dataset is constructed in which duplicate sequences are replaced by a single representative instance. The non-redundant dataset is saved as a FASTA-formatted file which is used to construct a corresponding BLAST database.

NCBI BLAST is executed with the non-redundant dataset used as both query and database to obtain bidirectional BLAST bit scores and e-values (Ewens and Grant, 2001, p278) for each pair of potentially orthologous sequences in the dataset. Default settings are used for all parameters of the BLAST program. A sparse mutual similarity matrix is derived from the BLAST result dataset by filtering the results by e-value and normalising the bit scores to obtain a pairwise similarity score for each remaining pair. Given sequences $(a, b)$ having bidirectional bit scores $S_{a,b}$ and $S_{b,a}$ and e-values $E_{a,b}$ and $E_{b,a}$, we select pairs satisfying $\min\{E_{a,b},E_{b,a}\} < 10^{-3}$. The similarity for the pair is then obtained by dividing each of the bit scores by the corresponding self-bit bit score, giving $S_{a,b} = S'_{a,b} = \max\{S_{a,b}/S_{a,a}, S_{b,a}/S_{b,b}\}$.

As noted above, MCL (Van Dongen, 2000) is applied to the mutual BLAST similarity matrix to partition the non-redundant sequences into families. The MCL inflation parameter is set to 1.1, a value experimentally determined by Harlow et al (2004) to yield protein clusters which are consistent with those obtained by manual curation via analysis of data from the Protein Data Bank (Berman et al, 2000). A unique identifier is defined for each equivalence class and this label is applied to the corresponding protein sequences.

### 3.3 Signature generation

The classification task is determined by a binary signature database which contains one or more entries for each sequence. In this work, sequences are the textual representations of amino acid chains which are represented by strings over an alphabet $\mathcal{A}$ made up of 20 characters. The signature of a sequence is a vector of $N > 0$ bits which is computed as a flattened linear combination of the signatures of the $k$-mers which appear in the sequence. A $k$-mer is a substring of the sequence having length $k \geq 2$. The number of non-zero bits set in an individual $k$-mer signature is controlled by a density parameter $0 < D < 1$.

To compute the signature of sequence $A = a_1a_2...a_M \in \mathcal{A}^M$ we first obtain the $k$-mers appearing in $A$: $a_ia_{i+1}...a_{i+k-1}, i = 1, 2, ..., M - 1 - k$ and for each of these compute the corresponding $k$-mer signatures $t_i = (t_{i1}, t_{i2}, ..., t_{in})$


2 Notwithstanding the effectiveness of MCL, we would emphasise that the approach is independent of the clustering method selected.
As discussed earlier in Section 2, 
\[ \text{Sig}(a_i; D, N); A^k \rightarrow \{−1, 0, 1\}^N \]
is a function which maps a \( k \)-mer to a pseudo-random vector with \( N \) elements, of which \( \left(\frac{D+1}{2}\right) \) are non-zero. Of the non-zero elements, half are assigned the value +1 and the others are set equal to −1. In the experiments described below an open source implementation of the RC4 stream cipher algorithm (Paul and Maitra, 2011) is seeded with \( k \)-mer \( a_ia_{i+1} \ldots a_{i+k-1} \) to generate a sequence of pseudo-random indices in the range \( 1 \ldots N \). These determine the placement and sign of the non-zero elements in the resulting \( k \)-mer signature.

The \( k \)-mer signatures are then combined and flattened to produce the final signature:
\[ S = (s_1, s_2, \ldots, s_N), \]
where
\[ s_i = \begin{cases} 1 & y_i > 0, \\ 0 & \text{otherwise}, \end{cases} \]
and
\[ y_i = \sum_{j=1}^{N+1-k} t_{ji}. \]

For small word length \( k \), the relatively small \( k \)-mer vocabulary \( 2^k \) distinct words) creates a situation in which the probability that each bit in the resulting signature will be set increases with increasing sequence length. This occurs because the probability of any given \( k \)-mer appearing by chance in a sequence increases with the length of the sequence, becoming non-trivial for every \( k \)-mer when the length of the sequence becomes comparable to the size of the vocabulary. To mitigate this effect we partition each sequence into fragments and compute a separate signature for each fragment. For given fragment length \( F \), a sliding window of length \( F \) is passed over each sequence at intervals of \( \frac{F}{2} \) characters, yielding a collection of overlapping subsequences which cover the original sequence.

The signatures of all fragments are added to the signature database. The similarity of a pair of fragments is obtained by subtracting the normalised Hamming distance between their respective signatures from 1.

To determine the similarity of two sequences, \( A \) and \( B \), each fragment of \( A \) is compared to each fragment of \( B \), giving a set of pairwise fragment similarities. The similarity of \( A \) and \( B \) is then the maximum pairwise fragment similarity.

### 3.4 Evaluation of classification results

To evaluate classification results we take a sequence dataset and apply the process defined in Section 3.2 to generate class labels for each sequence. Then for a range of meta-parameters \( (N, D, F, k) \) (see Section 3.3) we construct a signature database which forms the basis of a nearest neighbour protein classifier.

The accuracy of the protein classifier is evaluated by carrying out 10 repeats of 10-fold cross validation as follows. The sequence dataset is partitioned into ten mutually exclusive subsets. In turn, each subset is held out for use as a test set while a reduced classifier is created by removing any signatures belonging to the test set from the signature database. Any isolated sequences – those that belong to a cluster with only one element – are removed from the test set as it is impossible to classify them correctly. We then use \( K \)-nearest neighbour search as described in Section 3.1 to classify each remaining member of the test set.

As each part is classified we maintain a confusion matrix to record the results. Initially for all classes \( c, c' \) we set \( M_{c,c'} = 0 \). When we test sequence \( i \) with expected class \( c, i \) and predicted class \( c', i \), the matrix is updated by: \( M_{c,c'} \rightarrow M_{c,c'} + 1 \). From the confusion matrix we derive precision and recall scores for each non-trivial class. Here,

\[ \text{Precision} = \frac{tp}{tp + fp} \]
\[ \text{Recall} = \frac{tp}{tp + fn} \]

where \( tp \) = true positives, \( fp \) = false positives and \( fn \) = false negatives. This process is repeated ten times, giving 100 independent test runs. From these we compute the median, 5% and 95% percentiles for both precision and recall.

## 4 Results

### 4.1 Data preparation

The section covers the results of two experiments which have been undertaken to gauge the effectiveness of signature-based similarity as an alternative to BLAST alignment for protein classification. A pilot study was carried out using data from the genomes of 8 members of the Chlamydia family in which we explore the effect of word length \( k \) and fragment length \( F \) on classification accuracy. A subsequent experiment seeks to verify the results of the pilot using the protein sequences of 49 strains of Staphylococcus aureus. The genomic datasets used are laid out in Table 1.

### Genomes

<table>
<thead>
<tr>
<th>Case study</th>
<th>Genomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlamydia</td>
<td>Chlamydia: C. muridarum str Nigg; C. pecorum PV3056/3; C. pittacci 84/55; C. trachomatis A/HAR-13; C. trachomatis D/UE-3/CX.</td>
</tr>
<tr>
<td>Chlamyphilae: C. abortus S26/3; C. caviae GPIC; C. felis FeC-5b; C. pneumoniae CWL029.</td>
<td></td>
</tr>
<tr>
<td>S. aureus</td>
<td>NC_002745, NC_002758, NC_002774, NC_002951, NC_002952, NC_002953, NC_003140, NC_003923, NC_005951, NC_006629, NC_007790, NC_007793, NC_007795, NC_008477, NC_009477, NC_010079, NC_012417, NC_013450, NC_013451, NC_013452, NC_013453, NC_013454, NC_016912, NC_016928, NC_016941, NC_017331, NC_017332, NC_017333, NC_017334, NC_017335, NC_017336, NC_017337, NC_017338, NC_017339, NC_017340, NC_017341, NC_017342, NC_017343, NC_017344, NC_017345, NC_017346, NC_017347, NC_017348, NC_017349, NC_017350, NC_017351, NC_017352, NC_017673, NC_017763, NC_018608, NC_020529, NC_020530, NC_020531, NC_020532, NC_020533, NC_020534, NC_020535, NC_020536, NC_020537, NC_020538, NC_020539, NC_020564, NC_020565, NC_020566, NC_020567, NC_020568, NC_020569, NC_020570, NC_021552, NC_021554, NC_021657, NC_021670, NC_022113, NC_022126, NC_022222, NC_022223, NC_022227, NC_022228, NC_022442, NC_022443, NC_022604, NC_022605, NC_022606, NC_022610.</td>
</tr>
</tbody>
</table>

Table 1: Genomes used in experiments
Baseline datasets were constructed via the method specified in Section 3.2, with results summarised in Table 2.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Chlamydia</th>
<th>S. aureus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proteins per genome, avg</td>
<td>1,091</td>
<td>2,531</td>
</tr>
<tr>
<td>Proteins, all</td>
<td>8,732</td>
<td>124,019</td>
</tr>
<tr>
<td>Proteins, distinct</td>
<td>8,266</td>
<td>34,702</td>
</tr>
<tr>
<td>Seq. length, minimum</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>Seq. length, median</td>
<td>295</td>
<td>283</td>
</tr>
<tr>
<td>Seq. length, maximum</td>
<td>3,432</td>
<td>10,746</td>
</tr>
<tr>
<td>MCL clusters, all</td>
<td>1,036</td>
<td>2,882</td>
</tr>
<tr>
<td>MCL clusters, $N \geq 2$</td>
<td>800</td>
<td>2,188</td>
</tr>
</tbody>
</table>

Table 2: Protein sequence summary

Although Staphylococcus genomes are larger than those of Chlamydiae, the distribution of sequence lengths as shown in Figure 1 is comparable between the two datasets, so it is reasonable to apply findings from the pilot study to the larger classification task.

Cluster size distributions are displayed in Figure 2. Although a small number of clusters are quite large, with up to 150 members in the case of Chlamydia and 791 in the case of S. aureus, the majority of proteins belong to relatively small clusters, with 90% of proteins mapping to clusters with 14 or fewer members in the Chlamydia dataset and 20 or fewer members for S. aureus. Almost 25% of the proteins in both collections are unique in that BLAST identifies no closely related proteins; these proteins are excluded from the classification experiments reported below as a correct classification is impossible for an isolated protein.

4.2 Chlamydia pilot study results

The Chlamydia pilot study was conducted to obtain a sense of the effectiveness of signature-based protein classification and also determine the effects of varying window length $F$ and word length $k$ on classification accuracy. $K$-nearest neighbour classification tests were executed for each $K = 1, 3, 5, 7, 9$ and 11. $F$ ranged over the values 30, 40, 50, 60, 70, 80, 90, 100, 200, 400 and “Full”, the latter value representing the case where sequences were not partitioned at all. $k$ ranged over the values 2, 3, 4, 5, 6 and 7. The signature length was held constant at 1024 bits and the $k$-mer signature bit density was fixed at 21%.

Of the range of $K$-NN classifiers tested, the best results were obtained with simple 1-nearest neighbour classifiers. Precision and recall degraded rapidly as $K$ increased for all combinations of window length and word length. This may be due in part to the relatively high proportion of proteins which belong to small classes.

Figure 3 and Figure 4 show the respective precision and recall of 1-nearest neighbour classifiers on the Chlamydia dataset for a full parameter sweep over the range of $k$ and $F$. Broadly speaking, the best classification accuracy is obtained from a combination of small word length and small window length. Precision and recall are better than 95% for all classifiers with $k \in \{2, \ldots, 6\}$ and $F = 30$. However, accuracy deteriorates fairly quickly with increasing window length when $k > 3$. While the best-performing combination is $(k = 3, F = 30)$, with precision and recall of 97.6% and 97.5% respectively, all combinations of $k \in \{2, 3\}$ and $F \in \{30, 40, \ldots, 100\}$ give precision and recall of approximately 96% or better.

In view of the small vocabulary generated by $k$-mers of length 2 or 3, the accuracy achieved with such short words warrants explanation. Consider an evolutionary setting in which proteins are derived from a common ancestor by a chain of random point mutations – insertions, deletions or substitutions. As long as the sequence length is substantially larger than $k$, the majority of point mutations will disrupt $k$ words (because the location of each mutation is overlapped by that many whole words). Overall disruption caused by point mutations will therefore be minimised by the use of shorter words and this effect offsets the negative impact incurred via reduced vocabulary size.
In addition, partitioning provides two benefits. Firstly, the partitioning scheme introduces an element of locality by confining matching k-mers within a pair of similar fragments rather than allowing them to occupy arbitrary locations in the extended sequences from which fragments are derived. Secondly, since the similarity of a pair of sequences is equal to the best of the pairwise fragment similarities, partitioning makes it possible to recognise conserved sub-sequences embedded within otherwise dissimilar sequences, behaviour which is consistent with that of the traditional BLAST algorithm.

While partitioning delivers more accurate classification, it increases computational complexity as the number of signatures stored in the database is equal to the total number of fragments, which in turn is inversely proportional to the window length. The relatively high accuracy displayed with $k \in \{2, 3\}$ and $F = 100$ suggests that good results may be achieved without aggressive partitioning.

### 4.3 Staphylococcus classification results

Informed by the outcomes of the pilot study, we conducted a second experiment using protein sequences obtained from *Staphylococcus aureus* genomes. In this experiment, window length $F$ ranged over the values 30, 40, 50, 60, 70, 80, 90, 100, 200, 400 and “Full”, while the word length $k$ was held constant at 3. Once again, the signature length was set to 1024 bits and the $k$-mer signature bit density was held at 21%. Several K-NN classifiers were tested, with K taking the values 1, 3, 5, 7, 9 and 11.

As was the case with the *Chlamydia* dataset, the best accuracy (both precision and recall) were obtained using 1-NN classifiers, despite the tendency toward larger classes in the *S. aureus* dataset. The results are displayed...
in Figure 5. The precision and recall values differ only in the fourth decimal place, so a single series representing both is shown. With precision and recall in excess of 99% for all classifiers, the results are even better than those obtained in the pilot study. Very little deterioration is observed as window length increases.

5 Conclusions

We have developed a novel alignment-free technique for comparing protein sequences. In around 98% of the cases examined, the resulting classification is identical to that obtained via BLAST, the standard within the bioinformatics community for rapid determination of protein similarity. Moreover, some further investigation of the relationships among the 'erroneous' cases is warranted, as alignment based approaches may not prove robust in the presence of macro-scale structural rearrangements.

Our approach offers the promise of substantial improvements in performance over existing methods, especially given additional optimisation. We are able to compare our fixed length signatures in constant time, whereas alignment based methods take time at least proportional to the length of the sequences. Techniques exist to efficiently search a collection of millions of signatures in milliseconds (Chappell et. al. 2013), so formulating gene similarity in terms of signature similarity opens up a whole field of performance improvements over traditional alignment based methods. Careful tuning of these approaches – tailoring their parameters for large scale genomic datasets – is the subject of on-going work.
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Abstract
The use of ‘topic’ concepts has shown improved search performance, given a query, by bringing together relevant documents which use different terms to describe a higher level concept. In this paper, we propose a method for discovering and utilizing concepts in indexing and search for a domain specific document collection being utilized in industry. This approach differs from others in that we only collect focused concepts to build the concept space and that instead of turning a user’s query into a concept based query, we experiment with different techniques of combining the original query with a concept query. We apply the proposed approach to a real-world document collection and the results show that in this scenario the use of concept knowledge at index and search can improve the relevancy of results.
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1 Introduction
Text mining is a critical function used to discover documents that are related to a user’s query of interest. This is usually facilitated by searching an index via a query and matching the terms from a query with those contained within documents. Such searching and mining activities can be enhanced through a variety of techniques at both ends of the process; document indexing time and/or query time. Given that documents can contain a large volume of text and many differing terms or be short with much fewer unique terms; all within the same collection; traditional term searching and matching can yield poor results [Fang, 2004; Lv, 2011]. The keyword-based text matching methods can miss documents that are relevant but use different terms.

One popular approach to improving performance of simple text matching approaches is to attempt to discover, add and utilize concept level knowledge within the document set and user queries. The identified concepts operate at a higher information space and reduce the number of ‘terms’ associated with a given document. A key advantage to the use of concepts, aside from providing a set vocabulary is that they can result in documents being brought together under one concept even when they use different terms/words to describe the same concept. Furthermore, if a ‘concept only’ search can be conducted, the costs of handling user queries can be reduced, although there may be a trade-off in the quality of the results due to the more ‘generalised’ nature of concepts.

This paper examines and evaluates the improving of document search retrieval for an industry dataset that has the potential to play an important role within a business unit of a much larger company. The document collection was gathered to help the unit undertake a foresight and future options development and help analysts looking for information relevant to strategic risks and/or structural changes. Thus ensuring highly relevant results are returned and ranked highly is key to supporting these activities.

There are several key points and contributions in our work;

1. Utilizing a publicly available, general purpose (eg. not domain specific) information source, Wikipedia, to build a domain topic specific concept space instead of purpose building a custom concept space; which can be resource demanding.

2. In using said general purpose knowledge source, instead of using all or a random selection of its content; to generate term to concept links, we use a specific portion that is identified as relevant to the particular application domain and control how far we crawl to build the concept space and associated term to concept links.

3. Instead of taking a user’s query and converting it to a concept only query; via the built concept space model; such as that proposed in [Egozi, 2011]; we create a hybrid query by combining the traditional term/phrase based search with a concept based search. Similar to the traditional approaches the concepts can be discovered by mapping the user’s query terms to concepts via the concept model, but can also be drawn from the documents returned as results to an initial query formed from the user query. Further, these two approaches to building the concept component of the hybrid query can be used together or separately.

4. For this work we test these ideas on a real world industry document collection gathered by a major business operating in the financial sector of Australia and evaluate the performance of such a concept space and hybrid query approach.

To our knowledge the specific combination of how the concept space was built and utilized is new, further its evaluation against industry data shows its potential for
use outside research, given that previous proposed approaches; such as those in [Milne, 2008; Medelyan, 2008]; often do not get evaluated on a dataset from the commercial world, should make the approach of interest to industry.

The rest of the paper is as follows; Section 2 reviews related background materials, while Section 3 outlines the proposed method for building a concept space and the utilizing it at index and query time. Section 4 presents our experiments, results and evaluations of the proposed approach. Section 5 concludes our work and the paper.

2 Background & Related Work

The key challenges of using concepts in text mining is identifying a list or vocabulary of concepts, determining which concepts a document is related/relevant to and then taking advantage of this extra information when a query is submitted. The first challenge, identifying concepts, has received much attention [Hou, 2013; Egozi, 2011, Huang, 2009; Medelyan, 2008; Mihalcea, 2007]. A common and popular source for determining concepts is Wikipedia (although WordNet and BabelNet have also been considered), where each article represents a concept [Hou, 2013; Huang, 2009; Medelyan, 2008; Mihalcea, 2007] and text that refers to a given article becomes terms/phrases that represent that concept. With approaches that use Wikipedia, either the entire articles collection is used to build a concept list, or a random subset is used. This approach is fine for document collections that cover multiple topic areas, but when you have a document collection focused on a much smaller topic area, making concepts from unrelated areas available for possible use is likely to lead to issues with performance at query time.

However, a purpose built concept space, for a specific domain/topic can be impractical depending on the scope and the level of detail desired and can involve the need for domain experts to build such a space. Thus it is of interest to determine and discover whether such a focused concept space can be built from an existing, much broader space without being ‘polluted’ by unrelated domains. There does not appear to be much existing work focusing on this.

For the second challenge, works such as [Medelyan, 2008; Mihalcea, 2007; Milne, 2008] outline approaches to determining how to relate documents to concepts. They include identification of term to concept mapping [Medelyan, 2008]; selection of key text to link [Mihalcea, 2007; Milne, 2008] and identification of the most relevant concept to a piece of key text when there are multiple possibilities [Medelyan, 2008; Milne, 2008].

The final challenge, using concepts at query time, usually involves some form of query enhancement or expansion. Recent work in [Carpineto, 2012] looks at many automatic query expansion applications; however none of them involved dealing with concepts. Other works identified that present concept oriented works do not explicitly state how such knowledge would be used at query time to improve result performance. Work in [Egozi, 2011] outlines how a query is converted into an Explicit Semantic Analysis concept vector which is used to find the best matching documents. This approach however results in the search becoming concept only, which can work in some applications, but not all domains, applications and queries. The weak point with an approach, such as that in [Egozi, 2011]; or [Huang, 2009; Medelyan, 2008; Mihalcea, 2007; Milne, 2008] if concept only querying is used; is that when a user’s initial query terms cannot be successfully mapped to one or more concepts for search then the query will fail. Conversely if the initial terms never take advantage of being mapped to concepts, then this extra, higher level knowledge is unused. Further still, each approach with their limitations, are unlikely to always be able to substitute for the other.

Given these limitations and the importance of this document collection to the industry partner, it is essential to ensure that the proposed approach be able to deal with the widest possible range of queries and successfully return relevant results. Thus in order to achieve this we will combine the traditional term/phrase searching with a concept based searching to have a hybrid query search approach to finding relevant documents.

3 Proposed Approach of Concept Space Generation and Querying

In this section we outline our proposed approach to enhance text mining through concept discovery & mapping, and query searching. There are three main components; discovery of relevant concepts and their mapping to terms (eg. building the concept space); document concept discovery and selection; and finally, query concept discovery & utilization for search.

We start this section by first introducing important definitions related to our proposed methods, followed by presenting each of the three main components in turn.

3.1 Definitions

The following are key definitions used in our proposed approach.

Definition 1 – Important Term: An important term is a single word or n-gram (composed of successive words) found within a document, from the collection that matches exactly with one or more hyperlink text entries, obtained from the term to concept mappings discovered via Wikipedia. The important term thus maps to one or more Wikipedia articles, which using their titles, represent concepts potentially relevant to the document.

Definition 2 – Concept: A concept is generated by the presence of a Wikipedia article page (not counting disambiguation, red links, category, ‘etc’ pages) discovered during the crawl of Wikipedia. The concept is represented by the title of said Wikipedia article page. Thus, a Wikipedia article can be considered as a concept, identified by its title.

Definition 3 – Context Concepts: A given document usually contains many terms/n-grams that potentially link to multiple concepts. However, there are a handful of terms/n-grams that only link to one concept each. The concepts which have no competing candidates for the term/n-gram that mapped to them can be known as context concepts for the given document. These particular
concepts help to describe the document and set the context in which it is present; hence the name. Context concepts can be used to help determine which concept, from a list of candidates, is the most relevant/related to the given document for a given term/n-gram.

### 3.2 Concept Space Generation

In order to be able to enhance the document index and user queries with concepts, it is first necessary to discover concepts that would be relevant to the topic(s) covered by the document collection and the important terms that are used to refer to them.

One difference between our use of Wikipedia and that of other works is that we use a targeted subset of the Wikipedia collection as opposed to the entire collection or a random sample that has been used in previous works. In our case the targeted starting point for our subset of Wikipedia is the category page for ‘Finance’. We have taken this approach due to the nature of our document collection and industry partner. They are interested in the financial sector and thus tagging documents with concepts from other categories/topic areas, such as Science Fiction, Cooking, Anime etc, is unlikely to be relevant. Thus using the whole Wikipedia collection for concept discovery would lead to the inclusion of concepts which have none or very little relevance to the area of finance and the expected user queries.

Similarly, random selection of Wikipedia articles is also likely to lead to a similar situation in which irrelevant concepts are linked to the documents. Further, the use of a set of random articles may be worse as the selected set may not include any articles and hence concepts, in the topic area(s) related to finance.

The following figures (1, 2 & 3) demonstrate at a high level the approach to build the topic specific concept space, with associated term/phrase to concept mappings, from the full Wikipedia resource.

Figure 1 outlines the overall Wikipedia crawling process, where we start at a specific page and determine whether it is a category page (Figure 2) or an article page (Figure 3) and process it accordingly. After all desired pages have been processed we have a full listing of term to concept mappings for which we calculate a commonness score, using Equation 1. Finally, the term list, concept list and term-concept list are brought together to build the concept space that will be used during indexing and querying/searching.

The commonness score is determined via the following:

\[
\text{Commonness}(t, c) = \frac{\text{count}(t|c)}{\text{count}(t)}
\]

where \( t \) is the term/n-gram, \( c \) is the concept, \( \text{count}(t|c) \) is the number of times text \( t \) was discovered to link to concept \( c \) and \( \text{count}(t) \) is the number of times term/n-gram \( t \) was discovered to link to a concept, including \( c \).

---

**Figure 1. Overall concept space generation approach.**

Figure 2 outlines the approach with processing category pages from Wikipedia. These pages do not form concepts, but instead provide a list of subcategories and articles (which are concepts) that fall under the category. For category pages the process is fairly straight forward, the current crawl depth of the page from the staring page in Wikipedia (eg. the number of hyperlink hopes) is compared against the maximum distance allowed. If it is less then all of the subcategories present are added to the crawl list with a crawl depth one greater than the crawl depth of the current category page. If the current crawl depth equals or is greater than the maximum allowed then the subcategories are not to be processed and the links to them are not added to the crawl list. Finally all of the links to article pages (eg. concepts) are added to the crawl list for processing.

We place a limit on the crawl depth to stop the process of generating the concept space from attempting to include a large portion of Wikipedia, which would then introduce unrelated concepts into the model. The
maximum crawl depth keeps the concepts collected more closely related to the original starting point and thus the specific topic of the domain remains relevant to this document collection.

Figure 2. High level flow for processing category pages from Wikipedia.

Figure 3 outlines the approach for processing article pages from Wikipedia, which will form the basis for concepts in our concept space. For each article page all of the hyperlink text and their target URLs are extracted from the article’s body. The last part of the target URL specifies the Wikipedia page and corresponds to the title of said page. This thus becomes the name of the concept that will be used within our concept space. With this we are able to build term/phrase to concept mappings. To support the concept space being built we maintain a list of terms, a list of concepts and a list of term-concept pairs, with every entry in these lists having an associated occurrence frequency. The text to URL titles extracted from each article page is added to these lists to build the concept space. Once all of the extracted hyperlink text and target URL pairs are processed, we have finished with the article page.

For the list of concepts it is important to note that it is not just the name of the concept (article linked to), but also a complete list of term/phrase to concept mappings of the hyperlinks from within this target article is included.

3.3 Document Concept Mapping

Once the concept generation via Wikipedia is complete, it is then necessary to index the document collection with the proposed enhancements. In our approach to this document collection, we implemented two main enhancements over the basic standard of indexing a document’s title and textual contents. The enhanced index includes separate entries for a document’s important terms and its associated concepts.

As the document concept mapping is not the primary focus of our proposed approach (rather the concept space generation and query enhancement are) and to save space, we do not go into great detail. Suffice to say, the approach involved takes each document, tokenises its content and then process each term in the following way.

If the term is not a stopword and is found in the term to concept list previously developed then it becomes an important term and a set of candidate concepts for that term for the current document are identified. This is also done for n-grams up to the desired size. After a document’s text has been processed and mappings to potential concepts identified, then the most relevant concept for each important term is identified. If an important term only maps to a single candidate concept then that concept is associated with the document and used as part of the context for the document.

Figure 3. High level flow for processing article pages from Wikipedia.

For important terms that have more than one candidate concept we calculate the relevance scores of each candidate concept to the document for that term, using Equations 2 & 3 and the context concepts. The candidate concept with the highest relevance score for the important term is the one associated with the document. This
calculation and association happens for each important term instance.

Finally, once the most relevant concept for each important term is determined the top-n important terms and the top-n concepts; measured by frequency; are identified and added to an associated field for the document to be added to the index. The full listing of important terms and concepts are maintained in separate fields, giving the option of performing searches against the top terms or concepts or the full set of terms or concepts for each document. This supports greater searching options and allows us to test the performance of using both a document’s full concept set and separately a document’s set of top (most frequent) concepts.

As required by the approach taken to map documents to concepts prior to indexing, the following equations are used to determine the relevance of a candidate concept for a given term/n-gram for a given document.

\[ SIM_{C1,C2} = 1 - \frac{(\max(\log|C1|, \log|C2|) - \log|C1 \cap C2|)}{N - (\min(\log|C1|, \log|C2|))} \]  

where \( C1 \) and \( C2 \) are concepts for which their similarity is being calculated, \( N \) is the total number of concepts extracted from Wikipedia (eg. present in the term to concept map) and \(|C1| \& |C2| \) represents the number of links to other concepts from \( C1 \) or \( C2 \) and \(|C1 \cap C2| \) represents the number of links to other concepts that \( C1 \& C2 \) have in common.

\[ RelevanceScore(n,t) = \sum_{c \in C} SIM_{C_c,t} \times Commonness(n,t) \]  

where \( c \in C \) are the context concepts for the current document, \( T \) is the candidate concept which the relevance score is being calculated and \( n \) is the important term/n-gram that the candidate concept is related to. Further information on these equations is available in [Medelyan, 2008].

### 3.4 Document Index Querying & Searching

At the other end of text mining is querying by end users. In order to make use of the enhancements introduced during the indexing of the document collection it is necessary to enhance the query generation process. In our proposed approach, instead of converting a user’s query into a pure concept query, we build an enhanced query which contains the initial term/phrase based query for text matching, but also contains, where available concepts identified as being relevant (using approaches to be described in this section), for matching with the concept information stored within the index. While this approach is based on the idea of query expansion, it goes beyond simply trying to identifying extra suitable terms to add to the query. Firstly, both terms and concepts will be included in a single query through the use of sub-queries and each sub-query component can be targeted against different fields within the document index.

Figure 4 shows our proposed approach for building hybrid term-concept queries that will be used to search on the document index. We have two methods for enhancing the query with concepts; from the initial query (QC) and from the initial results (RC).

![Figure 4. Overall query enhancement approach.](image-url)
be very unlikely that an accurate relevance score between a query and a concept could be calculated as there is a high probability that there would not be a suitable set of context concepts. The context concept set is required in order to be able to measure relevance if we treat the query like a document. The commonness score represents what proportion of the time; a given term or n-gram is related to a particular concept within Wikipedia.

These two approaches to creating a hybrid query can be used separately or together as each generates one or more sub components for the final enhanced query and do not depend on each other in any form. Thus there are three different combinations: 1) from the initial query, 2) from the initial results and 3) from both the initial query & initial results; that our hybrid query can obtain its concepts from. In the experiments that follow, we undertake tests on all three concept source configurations to get a measure of how well they perform in obtaining and adding relevant concepts to the hybrid query to improve search result relevance.

4 Experiments

In this section we describe the experiments undertaken to test the performance of our proposed document collection and query enhancement approach. We provide a brief summary of the real life industry dataset used along with key information, the evaluation measures used to assess performance and finally the actual results of our experiments.

4.1 Information on Datasets

The dataset used in this case study and experiments was provided by the project’s industry partner, which we labelled IPDC randomly.

This dataset was built by the project’s industry partner using an automated system to take in a list of starting website addresses and collect a set of pages reached via hyperlinks from the starting point. All together there were approximately 120 starting URL’s supplied to the web crawler. At the end of the document collection process using these starting URL’s a total of 467,070 documents had been gathered. The majority of these documents are web pages, but the collection also included pdf and word files.

Before we generated any indexes of this set of documents we undertook some basic pre-processing to identify and remove as much web page mark-up as possible. This included the identification and removal of contents such as HTML tags and Java script.

For the IPDC set, we created a small set of finance oriented queries which were used against this set. Due to the nature of this document collection we had no relevance information to draw upon to judge the performance of said queries. Thus it was necessary to manually review the results and make relevance judgments. Due to limitations in time and resources, we could only perform this manual judgment for a small number of queries and only on the results returned.

4.2 Evaluation Measures

Ideally, in such experiments we would measure at a minimum the precision and recall performance of each of the queries at various ranks. From these measurements we would then expand to other measures such as average precision and mean average precision (MAP) for each query and then an overall value for the set of queries.

For the IPDC dataset, we are only able to calculate the precision of each query and an overall average precision for the set of queries. We are unable to determine the recall result of our queries as we did not have the resources to thoroughly assess the dataset to find ‘all’ relevant documents to a given query. Further, the industry partner did not have the resources to undertake activity to build such a baseline to identify documents relevant to a base set of queries (in the manner of TREC for example).

We also calculated the overall average result overlap between the baseline and each experimental enhancement configuration, allowing us to discover how many results each enhanced approach had in common with the un-enhanced approach. Along with the overlap, we also measured the Kendall correlation between each enhanced approach and the baseline to gain an idea of whether there was strong, or any consistency in the actual ranking order of the documents returned in response to queries.

For the precision calculations, we manually assessed the top-20 documents returned for each query in each experimental configuration. This limit was chosen due to the cost in resources for performing manual assessment and that the top-20 results often correspond to the first page from search engines. For the overlap and correlation calculations we measured this using the top-100 documents returned for each query in each experimental configuration.

Our baseline query approach that we compare our hybrid queries against is the straightforward, simple term based query. The query terms that form each complete query in the baseline, also serve as the initial query from which the hybrid queries are built. All baseline queries search against the document’s textual content and do not take advantage of any extra knowledge available by having concepts mapped to the documents.

4.3 Experimental Results

For the results in the following tables the following descriptions apply, indicating what data within the document index is being searched against for the concept component of the hybrid query;

- QC – query concepts, where concepts are discovered from the initial query and used to build the hybrid query
- RC – result concepts, where the initial query is executed and the top-x results have their top concepts extracted and used to build the hybrid query
- T3 – top-3, the top-n number of initial resulting documents whose top concepts are extracted to build the hybrid query
- B – body, the document’s textual contents
- FC – full concepts, the document’s complete set of concepts
- TC – top concepts, the document’s set of top 10 concepts
Table 1. Overall average precision and ‘%’ difference against baseline.

<table>
<thead>
<tr>
<th>Query Exp. Config.</th>
<th>Overall Average Precision @ Top-20</th>
<th>% Difference with Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.583</td>
<td></td>
</tr>
<tr>
<td>QC_B</td>
<td>0.7</td>
<td>20.07</td>
</tr>
<tr>
<td>QC_FC</td>
<td>0.467</td>
<td>-19.9</td>
</tr>
<tr>
<td>QC_TC</td>
<td>0.533</td>
<td>-8.58</td>
</tr>
<tr>
<td>RC_T3_B</td>
<td>0.5</td>
<td>-14.24</td>
</tr>
<tr>
<td>RC_T3_FC</td>
<td>0.667</td>
<td>14.41</td>
</tr>
<tr>
<td>RC_T3_TC</td>
<td>0.783</td>
<td>34.31</td>
</tr>
<tr>
<td>RC_T3_QC_B</td>
<td>0.717</td>
<td>22.98</td>
</tr>
<tr>
<td>RC_T3_QC_FC</td>
<td>0.65</td>
<td>11.49</td>
</tr>
<tr>
<td>RC_T3_QC_TC</td>
<td>0.767</td>
<td>31.56</td>
</tr>
</tbody>
</table>

Table 1 shows the results of our experimentation on the IPDC corpus where we executed a set of queries and manually judged the relevancy of the results returned, due to the lack of known ground truth for the corpus. The baseline query configuration; which is term based; achieved an overall average precision of 0.583 at the top-20 rank. Measured against this, were 9 experimental approaches which obtained/discovered concepts and utilized said concept knowledge in different ways.

The poor performance of two of the QC based approaches; where the concepts used in the hybrid query come from the initial query itself; comes down to two possibilities, or a combination of. First that there could have been a mismatch between the concepts selected at query time (via the commonness score) and those selected at index time (via relevance score). The second possibility is that our approach was unable to find mappings to concepts for the terms in the initial query; eg. they were not ‘important terms’.

The two configurations with the greatest improvement; of over 30%; both utilise concepts extracted from an initial set of results discovered via the initial term query and then utilise said concepts against the top concepts field in the index. Thus when the initial query returns relevant results, there is a high probability that relevant concepts can be extracted from these results and added to the hybrid query, yielding further relevant results. Further, the best performance is obtained when we take the concept component of our hybrid query and use it to search against the indexed top concepts field, rather than the indexed full concepts field. This demonstrates the need for ensuring that the concepts associated with documents are strongly relevant to the document and that keeping a full list of concepts introduces weakly relevant concepts that have the potential to limit the quality of results. Further, it also demonstrates that the use of frequency; how many times a concept is mapped to a document through its various important terms; is a viable method for determining the most relevant, and hence the top concepts for a document.

We also tested using the concepts in the hybrid query and searching against the textual contents of the documents; eg. like we do with terms. The results do show an improvement is possible, indicating that in some cases the concepts themselves are present within the document’s textual content; body; as terms and thus the hybrid query acts more like a term expanded query, rather than a term-concept query. However, a decrease in performance is also possible if the concepts are not present in the document’s content then their similarity score would tend to decrease. Further, should the concepts be present in documents that are not relevant and do not feature the initial terms, they may be promoted up the result rankings allowing them to contend for being included in the top-20.

Table 2. Overall average result overlap and Kendall correlation against baseline.

<table>
<thead>
<tr>
<th>Query Exp. Config.</th>
<th>Overall Average Overlap with Baseline @Top-100</th>
<th>Overall Average Kendall Correlation with Baseline @Top-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>QC_B</td>
<td>90.67</td>
<td>0.609</td>
</tr>
<tr>
<td>QC_FC</td>
<td>32.67</td>
<td>-0.103</td>
</tr>
<tr>
<td>QC_TC</td>
<td>41</td>
<td>-0.014</td>
</tr>
<tr>
<td>RC_T3_B</td>
<td>40.67</td>
<td>-0.083</td>
</tr>
<tr>
<td>RC_T3_FC</td>
<td>25.33</td>
<td>-0.069</td>
</tr>
<tr>
<td>RC_T3_TC</td>
<td>26.33</td>
<td>-0.079</td>
</tr>
<tr>
<td>RC_T3_QC_B</td>
<td>34.33</td>
<td>-0.135</td>
</tr>
<tr>
<td>RC_T3_QC_FC</td>
<td>17</td>
<td>-0.059</td>
</tr>
<tr>
<td>RC_T3_QC_TC</td>
<td>18.67</td>
<td>0.008</td>
</tr>
</tbody>
</table>

As can be seen in Table 2 the different methods obtaining concepts for inclusion into the hybrid query and their utilisation have differing extents of overlap with the baseline method; straightforward term based querying. The overlap ranges from a high of 90.67 to a low of 17 results in common. The fact that the overlap is not 100% makes it clear that the hybrid queries are making the determination that other documents; that the baseline discards; are relevant and should be returned. Thus the hybrid queries are not simply reordering the top-100 results. The implication of this is that a term based query here finds one set of documents, while the hybrid query finds a different set from the document collection, offering an approach for a user to find potentially relevant results that their original query would not find.

Result overlap with the baseline set is minimised when the concepts in the hybrid query are utilised against the full concepts of the documents. This happens as this field maximises the probability of matching the query concepts to document concepts; as all concepts deemed relevant to the document are present. The overlap when using the top concepts field is generally only marginally higher, indicating that even the shorter list of document concepts can be enough to allow the hybrid query to have a high probability of matching concepts. Thus both of these offer a good method for finding alternative results. The experimental approach in Table 1 that had the highest overall average precision; RC_T3_TC; only has
approximately a quarter of its results in common with the baseline. Thus not only is it ranking a larger number of relevant documents in the top-20; it is also finding documents that the baseline does not discover, opening up new sources to the user. The experiments in which the document’s textual content is used for concept searching have the highest result overlap. Again, this can come down to two possibilities; first that the concepts are present in the textual content of the same documents that the terms appear in (thus reinforcing their perceived relevance) or second, that the concepts cannot be found in the textual content of most documents in the collection and the hybrid query essentially defaults to a term based query, identical to that used in the baseline.

The correlation scores also show the difference between the baseline and enhanced methods. With the exception of one enhanced method, all of the correlation scores are closer to zero, indicating a degree of independence between the baseline and enhanced methods. This indicates that the ranking order of the results from the hybrid query is different and that the concept component plays an important role in the ranking order. The exception to this is the hybrid query configuration where the concepts are obtained from the initial query terms and searched for against the document’s textual content; body. Here a high correlation score showing strong agreement was obtained. This would be caused by this particular approach having difficulties in obtaining concepts from the initial terms; eg. a lack of important terms; and then locating them within the body of a document; either they are present in the same documents as the terms, or are not present at all in the majority of the documents in the collection.

5 Conclusions

In this paper we have applied the idea of using concepts, derived from a general source to build a topic specific concept space and a hybrid based querying method to then search upon an associated document index to take advantage of any topic specific concepts identified as relevant to documents within. We then applied our proposed approach to a real world industry document collection that the project’s industry partner built to assist their business operations.

In our experiments we tested three methods for identifying concepts to add to the query and then tested these combinations by using the query concepts against three different fields (content, full concepts and top concepts) within the index. This helped us to discover which method of obtaining concepts and how we should use them for searching on the index. We achieved a 34% improvement in result relevancy through the use of extracting concepts from the top-3 results returned by the user’s initial term-based query and using those concepts to search against the top-10 concepts associated with the documents.

Our application of the proposed methods and experiments demonstrate that there is potential for a topic specific concept space to be built from a general knowledge source like Wikipedia and that hybrid queries, composed of terms & concepts can return more relevant results than just term based query. We also demonstrate that this method can work on industry document collections via our experiments which focused on a real world collection.
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Abstract

As one of the key techniques of Information Retrieval (IR) and Information Filtering (IF), Text Classification focuses on classifying textual documents into predefined categories through relative classifiers learned from labelled or unlabelled training samples. Binary text classifiers is the main branch of Text Classification, involving the relevance prediction of documents to users or categories. However, the current binary text classifiers cannot clearly describe the difference between relevant and irrelevant information because of knowledge uncertainty owing to the imperfection of the knowledge mining techniques and the limitation of feature selection methods. This paper proposes a relevance prediction model by decreasing the relative uncertainty to improve the performance of binary text classification. It tries to form and train the decision boundary through partitioning the training samples into three regions (the positive, boundary and negative regions) to assure the discrimination of extracted knowledge for describing relevant and irrelevant information. It then produces six decision rules corresponding with six different situations of the related objects to help make relevance predictions for those objects. A large number of experiments have been conducted on two standard datasets including RCV1 and Reuters21578. The experiment results show that the proposed model has significantly improved the performance of binary text classification, thus proved to be effective and promising.

Keywords: Relevance prediction, Text classification, Uncertainty, Decision boundary, Decision rule.

1 Introduction

With the explosive growth of electronic textual documents, text analysis and classification is getting increasingly important and attracting extensive attention in the similar research fields in recent years. Relevance prediction is a big research issue \cite{17,21} for text analysis and classification, which focuses on predicting a document’s relevance to a query, a category that a user concerns. Text classification is the process of classifying an incoming stream of textual documents into predefined categories through the classifiers learned from the training samples, labelled or unlabelled. Different kinds of text classification technologies have been invented and developed in different level and utilized to automatically classify the textual documents, such as k-Nearest Neighbors \cite{7}, Support Vector Machines \cite{30}, Naïve Bayes \cite{14}, Rocchio Similarity \cite{27} and rule-based methods. With the continuous improvement of text classification technology, its application has been prevalent in the real world and many applications of text classification have been developed in recent years such as the classification of news stories, e-mail message, customer reviews, academic papers or medical records, filtering of spam and porn, and the application in Bioinformatics and customer service automation \cite{30}. A binary text classifier can be used to help gain relevant information to a category or a user’s interest, which assigns one of two predefined classes (e.g., relevant category or irrelevant category) to incoming documents since relevance is a single class problem \cite{12}. The most common solution to the multi-class problem is to decompose it into several independent binary classifiers.

A binary classifier usually defines a decision boundary to group documents into two categories: the relevant and irrelevant categories. However, the decision boundary contains a lot of uncertain information because of a number of reasons such as noise of knowledge mining and deficient strategy of feature extraction for text classification.

Text feature selection is the essential step to decrease computational complexity by eliminating noises for building a satisfactory classifier \cite{2}. Over the years, a variety of text feature selection methods have been proposed \cite{21}. The effective way of feature selection for relevance prediction is based on a feature weighting function which indicates the critical degree of information represented by the feature occurrences in a document and reflects the relevance of the feature to the related topic or category.

For many years, we have observed that after a set of features are selected and weighted, documents can be easily grouped into three regions rather than two categories by using a binary classifier. Even training documents previously labelled as relevant or irrelevant can not be reclassified into their original categories when applied any binary classifier \cite{38}. Therefore, it is hard to find a clear boundary by any classic text classifier, which can be accurately described by means of mathematics, between relevant and irrelevant groups of documents as shown in Figure 2, in which the “+” denotes the relevant documents and the “-” denotes the irrelevant ones, because it is almost impossible to define a curve for relevancy separation with any exact math equation as there are always many strange cases of unexpected or irregular data points. Even existing similar boundary, it is still not easy to be applied to the prediction of the incoming testing documents because of the different
conditions of different types of testing document sets [38]. In order to deal with the probable uncertain-
y which is difficult to be solved through traditional
text classification way, the proposed relevancy predic-
tion model tries to indirectly achieve the final purpose
by partitioning the result list into different three re-
ions for further processing and refinement by step-
wise. In this paper, we propose the model for dealing
with the uncertain boundary to improve the perfor-
mance of binary text classification. It aims to form
and train the decision boundary through partitioning
the training samples into three regions (the positive
region (POS), boundary region (BND), and negative
region (NEG)) in order to assure the discrimination of
extracted knowledge for describing relevant and irre-
levant information (see Section 3). The proposed ap-
proach iteratively enhances the certainty of the two
regions representing relevant and irrelevant objects,
and absorbing and resolving the uncertain objects in
the third region BND so as to make the knowledge
on document relevancy and irrelevancy more precise
and unambiguous. It starts from calculation of two
main centroid vectors $C_P$ and $C_N$ by clustering the
relevant and irrelevant training subsets, and further
regroups the training samples into three regions us-
ing the two centroid vectors at basal level. With all
the indeterminate objects collected into a boundary
region BND, the objects with most relevant possi-
bility to the topic stored into the POS region, and those
with most irrelevant possibility to the topic collected
into the NEG region.

Figure 1: Schematic diagram of classifier training pro-
cess

However, there must be some documents which are
close to both of the two centroid vectors so as not
easy to be separated clearly, and the pair of cen-
troid vectors are not accurately located and usually
closely spaced at beginning of training process. It is
the key issue to approximately optimize the two pairs
of centroid vectors gradually and use them for more
precise text classification further, thus how to real-
ize and improve the proposed strategy to reach the
purpose is the main problem. Under such situation,
one clear decision boundary is not easy to be gained
for separating the documents as expected. Therefore,
it is more practical to find uncertain boundary en-
closed by two lines that can at least separate most of
the relevant documents from the irrelevant ones dur-
ing the training process, during which the uncertain
or indeterminate documents are gradually absorbed
into BND regions and the other two regions includ-
ing POS and NEG will be enhanced the certainty,
as shown in Figure 2. Through the above training
process, it filters as many uncertain objects gradu-
ally and save them into BND region, and makes the
other two regions POS and NEG of greater certain-
ty. During the training process the two main centroid
vectors $B_P$ and $B_N$ formed from the BND region are
expected to be trained and optimized successively in
the multi-learning process to reach the optimal condi-
tion. Figure 1 demonstrates the overall process of the
classifier training. Simultaneously, the knowledge is
also proposed to be updated and ultimately used for
predicting the relevancy of each incoming document
to the same topic so that the polarity prediction ac-
curacy of the incoming documents will be improved.
Development of vector space theory make it possible
to represent and operate the documents in the type
of vectors[5]. Although Rocchio classification[27] also
involves the operation of centroids, the centroids have
not been optimized through further learning process.
We also analyze six situations based on which six deci-
sion rules are generated correspondingly to help make
polarity predictions for incoming documents (see Sec-
tion 4).

We have completed two series of tests based on
different features including TF*IDF [28] and BM25
[31] respectively. A large number of experiments have
been conducted based on the proposed approach for
text classification using two standard datasets: R-
CV1 [22] and Reuters21578, including the comparison
analysis among the proposed model and seven other
state-of-the-art baseline models (see Section 5). The
experimental results show that the proposed model
can significantly improve the performance of text clas-
sification in the measures of $F_1$ and $Accuracy$.

The evaluation of the text classification is another
key issue that the paper addresses. We have chosen
$F_1$ and $Accuracy$ as the key evaluation measures.
$Accuracy$ reflects the accuracy degree of relevancy
prediction for both relevant and irrelevant documents,
and can be very high even when the number of rel-
vant documents is zero as the number of relevant
documents is usually quite low because the dataset-
s with imbalanced class structure are used in most
cases, but $F_1$ is an integrated, comprehensive as-
sessment measure so as to be able to better reflect
the real improvement situation of the classifier than
$Accuracy$. Therefore, compared with $Accuracy$, the
$F_1$ measure is emphasized and used for both the per-
formance assessment of the proposed model and com-
parison analysis with the baseline models. Therefore,
the proposed model aims to pursue substantial im-
provement on $F_1$ with the $Accuracy$ guaranteed not
to be reduced. Suppose we do the testing of binary
text classification based on the usual datasets with
imbalanced number of relevant and irrelevant target-
ed documents, the $Accuracy$ measure may produce
misleading results and is not able to reflect the re-
al improvement degree, because even all the relevant
documents are wrongly predicted as irrelevant, the
$Accuracy$ value will not be subjected to a big negative
effect and can still be very high because of the quite
low proportion of the true relevant documents. How-
ever, the calculation of $F_1$ depends on two factors,
the $Precision$ and $Recall$ which can together reflect
the real situation of relevant and irrelevant ratio and
their improvement degrees in the testing process.
In this paper, section 2 introduces the related tech-
nologies and algorithms in text classification area;
there is a detailed description of the general idea of
the proposed successive approximation approach and
its implementation process along with different algo-
rithms for each step including centroid generation and
training in section 3, centroid optimization in section
4, feature updating and performance improvement by
Cosines laws and statistical method derived from S-
tandard Deviation theory in section 5. The related
evaluation metrics, datasets, baseline models and the
experiment results are introduced to help show the
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2 Related Work

Relevance prediction is a big research issue [17, 22] for text analysis and classification, which mainly discusses how to predict a document’s relevance to a user or a category. However, the knowledge uncertainty caused by the usual knowledge mining techniques, document representation through traditional feature selection ways and traditional classification algorithms are not effective for solving relevance prediction issue because relevance is a single class problem [12].

Text classification is the process of classifying textual data into predefined categories by using classifiers learned from training samples. Text classification involves many key technologies which have certain relations with the topic and most possibly contribute to the core issues discussed in this paper. As one crucial technique of text classification, feature selection and its related methods are reviewed firstly. Then comes the analysis of some popular text classification technologies, especially some major algorithms related to this project. To date, many text classifiers such as AdaBoostM1, J48, Instance-Based Learning, kNN, Naive Bayes, SVM and Rocchio have been developed.

Document representation is one of the most important steps for text classification, in which related documents are represented by single or multiple informative features to ease the automatic operation of the documents in subsequent steps. Feature selection can increase the performance of text classification and decrease computational complexity by eliminating noise features [2]. Feature selection is one of the important steps for text classification [30] which is the task of assigning documents to predefined classes. Feature selection plays a significant role in document representation for the purpose of text classification because a document vector is composed of a set of weighted features, and the feature number and feature quality affect the performance of text classification. The features can be simple structures (words), complex linguistic structures, statistical structures, supported information, named entities, etc. in the document. Feature selection aims to help build up the documents’ vectors by selecting a subset of the key features for describing all the related documents, and remove irrespective or noise features according to corpus statistics to increase the scalability, efficiency and accuracy of a text classifier. The process of feature selection is based on a feature weighting function. A feature weighting function indicates the correlation degree of the features represented by the feature occurrences in a document and reflects the importance of the features to the document. A number of popular term weighting functions have been developed and used such as TF*IDF (term frequency inverse document frequency) [28], Latent Semantic Analysis (LSA) [9], Probabilistic LSA (pLSA) [13], Latent Dirichlet Allocation (LDA) [3], Chi-Square [35, 34], Information Gain [19, 35, 34], Mutual Information [11, 20], semantic structure [29], NGL coefficient [23], belief revision method [18], relevance frequency (RF) [16], pattern deploying method [32], Rocchio algorithm, Olapi BM25[26], and distributional feature [33].

Vector space model is an algebraic model for representing text documents as vectors of identifiers. Under such model, the documents are required to be represented in vectors, for example:

$$d_n = (t_{1n}, t_{2n}, \ldots, t_{mn})$$

Where $d_n$ refers to the name of any text document, and $t_{in}$ refers to the feature weight of any selected feature for document representation. TF*IDF is the basic and most effective way to calculate the feature weights. TF means the term frequency in the document, and IDF means the inverse document frequency. This method is commonly applied to weight each term in the document, which means it captures the relevancy among terms, documents and certain categories [1]. The classic formula of TF*IDF used for term weighting is described by the following equation:

$$w_{ij} = t_{f_{ij}} \times \log \left( \frac{N}{d_{fi}} \right)$$

where $w_{ij}$ denotes the weight of term $i$ in document $j$, $N$ denotes the total number of documents in the document set, $t_{f_{ij}}$ means the occurrence frequency of term $i$ in document $j$, and $d_{fi}$ means the document frequency of term $i$ in the document set, which represents the number of documents where a term occurs in the whole document set. It has been proven that the TF*IDF scheme is extraordinarily robust and difficult to be beaten, even by much more models and theories worked out carefully [25].

BM25 [31] is a well-known probabilistic scoring function for feature selection. From the experiments completed on the proposed model in the paper, it is found that the BM25 performs better than TF*IDF. We use the scoring function to estimate the weight of term $t$ extracted from relevant documents as follows:

$$W(t) = \frac{t_f \cdot (k_1 + 1)}{k_1 \cdot (1 - b) + b \cdot \frac{DL}{AVDL}} + t_f \log \left( \frac{(r+0.5)}{(N-r+0.5)} \right)$$

where $N$ is the total number of training documents; $R$ is the number of relevant documents; $n$ is the number of documents which contain term $t$; $r$ is the number of relevant documents which contain term $t$; $t_f$ is the term frequency; $DL$ and $AVDL$ are the document length and average document length, respectively; and $k_1$ and $b$ are the experimental parameters. We also use the BM25 with the parameters tuned in [39] (i.e., $k_1 = 1.2$ and $b = 0.75$).

Classification algorithm is another key component of a text classifier. The document classification can usually be categorized in three ways including unsupervised, supervised and semi supervised methods. In the past few years, lots of classification algorithms have been developed for classifying electronic documents. We mainly focus on the supervised classification methods such as Naive Bayes, Support Vector Machines (SVM), Rocchio and k-Nearest Neighbour (kNN). Support Vector Machine (SVM) can be applied to classify both linear and nonlinear data. The algorithm of SVM transforms the training samples to a higher dimensional feature space through a nonlinear mapping process. SVMs is relatively successful, but the complexity of the training and categorizing algorithm cause high time and memory consumption during the training and classifying stages. [15]. Also, SVMs is highly dependent on the size of the training samples, they are not the best practice in large-scale data mining such as pattern recognition and machine learning [36].

Bayesian classifiers can be regarded as probabilistic models. Bayesian approaches to supervised learning generally utilize Bayes law to calculate the reverse probability of the model parameters given function
input-output examples, which known as training samples [6]. Naive Bayes is similar to independent events in mathematics. It assume that all the features in a certain class are irrelevant to each other and one feature does not affect other features. These assumption bring the computation of Bayesian classifiers more efficiency but with the cost of limited applicability.

Rocchio algorithm of classification is a vector space model for text classification presented by Rocchio in 1971 [37]. This method merges relevance feedback information into the vector space model in information retrieval by building prototype vector for each class with training samples. This method is easy to implement as well as efficient in computation, but it has a potential disadvantage that the performance will be reduced when the documents belonging to a category naturally form separate clusters.

The k-Nearest Neighbour algorithm is a statistical approach to realize text classification. It ranks a document’s nearest neighbours by calculating the degree of similarity between the documents and uses the top k ranked neighbours to predict the polarity of a new document. Generally, this method is efficient, but in [10] it points out that the Accuracy of kNN classifier depends on the value of k in turn affected by the training samples.

3 Theoretical Basis and Model Construction

Let CF be a binary text classifier, D be a training set in which all documents are labelled as either relevant $D^+$ or irrelevant $D^-$, and $F = \{f_1, f_2, ..., f_n\}$ is a set of terms (e.g., keywords) extracted from D. For each document $d \in D$, it can be represented as a vector $d = (w(f_1), w(f_2), ..., w(f_n))$ by using the terms of F and their weights expressed by the term weighting function w.

Based on the above definitions, classifier $CF : D \rightarrow \{R, iR\}$ will partition D into two groups: the possible relevant group R and possible irrelevant group iR for a given decision boundary or a threshold. However, it is hard to find a clear boundary by any text classifier, between relevant and irrelevant documents. Therefore, normally we have $D^+ \neq R$ and $D^- \neq iR$.

For modelling the uncertainty between relevant and irrelevant documents, we extend the classifier $CF \Rightarrow CF'$, where $CF' : D \rightarrow \{POS, NEG, BND\}$ is called an extended classifier, which is able to classify $d \in D$ into three regions: positive (POS, possible relevant), negative (NEG, possible irrelevant) and boundary (BND, uncertain) regions by the following definitions:

**Definition 1.** If $(CF(d) = \text{"R"} \land d \in D^+) \text{ Then } CF'(d) = \text{"POS"}$. Else, If $(CF(d) = \text{"iR"} \land d \in D^-) \text{ Then } CF'(d) = \text{"NEG"}$. Otherwise, $CF'(d) = \text{"BND"}$.

Based on the above definitions, some properties about the three regions can be derived as follows:

**Property 1.** If $d \in POS$ then $d \in D^+$.

**Property 2.** If $d \in NEG$ then $d \in D^-$.

**Property 3.** If $d \in D^+$ and $d \in BND$ then $CF(d) = \text{"iR"}$.

**Property 4.** If $d \in D^-$ and $d \in BND$ then $CF(d) = \text{"R"}$.

The boundary region BND includes the uncertain decisions for relevant documents and irrelevant documents, which can be further divided into two groups: $B^+ = BND \cap D^+$ and $B^- = BND \cap D^-$. If every document $d \in D$ is represented as a vector of term-weights, the four groups (POS, NEG, $B^+$ and $B^-$) can generate 4 centroid vectors. Let $CP^+$ be the centroid vector of POS and $CN^-$ be the centroid vector of NEG, $BP^+$ be the centroid vector of $B^+$ and $BN^-$ be the centroid vector of $B^-$. We also assume there is a central line (a decision boundary) between R and iR. Theorem 1 indicates the relations between them.

**Theorem 1.** Let $B^+ = BND \cap D^+$ and $B^- = BND \cap D^-$, all the documents in $B^+$ must be below the central line, whereas all the documents in $B^-$ must be above the central line.

**Proof.** If there is a document $d \in B^-$, then according to the definition of $B^+$, it should be $d \in D^+$, suppose it is above the central line, i.e., $CF(d) = \text{"R"}$; then it must be $d \in POS$ by Definition 1, that is against the property of $B^+$: $d \in BND$, therefore $d$ is below the central line. In the same way, we can prove that any document $d \in B^-$ must be above the central line.

![Figure 2: Training process for modelling uncertain boundary](image)

4 Decision Rules Generation

The extended classifier $CF'$ firstly generates two basic centroid vectors ($CP^+$ and $CN^-$) to represent relevant and irrelevant information; however, there is a uncertain boundary ($B^+$ and $B^-$) between $CP^+$ and $CN^-$. To assure the discrimination of $CP^+$ and $CN^-$ for describing relevant and irrelevant information, we propose a optimization process to iteratively update two basic centroid vectors. The process make the boundary region gradually absorb as many uncertain training documents as possible so that the two basic centroid vectors are moving away from each other accordingly until the distance between them no longer changes.

When the extended classifier $CF'$ is produced, it is then used back to classify the training set again to update POS, NEG and BND. More uncertain documents will possibly be found and put into BND. Figure 4 shows the result example in which we can clearly see that $CP^+$ and $CN^-$ have been changed to $CP$ and $CN$. The larger the gap between $CP$ and $CN$ is, the easier it would be made to separate documents apart into binary categories by comparing their distances to
the centroid vectors. In the process of this case, the size of the boundary region keeps growing and the distance between the centroid vectors $C'_p$ and $C'_N$ keeps increasing synchronously to reach the maximum when the training process ends.

A schematic diagram on the training process is given in Figure 3 which roughly demonstrates all the steps of the whole training and optimization process.

![Figure 3: Centroid training and optimization process](Image)

Figure 3 shows the relations between centroid vectors, where $C'_P$ and $C'_N$ are the optimization of vectors $C'_p$ and $C'_N$. We will discuss them in next section.

![Figure 4: Four kinds of centroid vectors](Image)

For a given incoming document $u$, it will be compared with the two centroid vectors $C'_P$ and $C'_N$ in order to decide its relevance by using the central line and the Euclidean distance. However, the performance is poor because of the uncertain boundary. In this section, we present six decision rules to improve the performance.

Let $F$ be the selected feature set, and $\vec{u} = (w_1, w_2, ..., w_{|F|})$ be the vector of document $u$ and $\vec{v} = (w'_1, w'_2, ..., w'_{|F|})$ be a centroid vector. We use the following definitions to measure the distance between documents and centroid vector.

\[
dis(\vec{u}, \vec{v}) = \sqrt{\sum_{j=1}^{F} (w_j - w'_j)^2}
\]

\[
\text{meanDis}(v) = \frac{k}{|D_v|} \sum_{d \in D_v} \dis(\vec{u}, \vec{v})
\]

where $D_v = D^+$ if $\vec{v} = C'_P$, else $D_v = D^-$ if $\vec{v} = C'_N$, and $k$ is an experiment parameter.

To predict the polarity of each incoming document $\vec{u}$, we need to understand the possible relationship between $\vec{u}$ and centroid vectors. We describe the relationship in trigonometry and use the law of cosines to display the relations. Figure 5 shows the relationship, where the round dot denotes $u$, “$+$” denotes $C'_P$ and “$-$” denotes $C'_N$.

![Figure 5: Example of cosines law](Image)

Below is the formula of the law of cosines:

\[
\cos \theta = \frac{\dis(u, C'_P)^2 + \dis(C'_P, C'_N)^2 - \dis(u, C'_N)^2}{2 \times \dis(u, C'_P) \times \dis(C'_P, C'_N)}
\]

The following are the six decision rules (scenarios) for predicating the polarity (relevant or irrelevant) of each incoming document.

**Rule 1 - for document $u_1$:**

$u_1$ is on the left side of positive centroid, it means that $u_1$ is close to positive centroid and far away from the negative centroid ($\dis(u_1, C'_P) << \dis(u_1, C'_N)$). If $\cos \theta \leq 0$ ($\theta \geq \frac{\pi}{2}$, an obtuse triangle) document $u_1$ is predicted as relevant.
Rule 2 - for document $u_2$:

$u_2$ locates between the centroid vectors $C_P$ and $C_N$ but around the centroid vector $B_N$, specifically between $B_N$ and the central line. Under such circumstance, we can also know that $\text{dis}(u_2, C_P) < \text{dis}(u_2, C_N)$ and $\theta$ is smaller than $\frac{\pi}{2}$, but the $\text{dis}(u_2, C_P)$ is greater than $\text{meanDis}$. Then $u_2$ is predicted as irrelevant.

Rule 3 - for document $u_3$:

$u_3$ is similar to $u_2$, but it actually locates between $C_P$ and $B_N$, and the distance $\text{dis}(u_3, C_P)$ is not greater than $\text{Dis}$. In this case, it has a greater chance that $u_3$ is relevant. Therefore, $u_3$ is predicted as relevant.

Rule 4 - for document $u_4$:

$u_4$ is quite similar with $u_1$, however, it is on the right side of the negative centroid, showing that $u_4$ is close to $C_N$ and far away from $C_P$ ($\text{dis}(u_4, C_N) < < \text{dis}(u_4, C_P)$). Therefore, it is predicted as irrelevant.

Rule 5 - for document $u_5$:

$u_5$ is quite similar with $u_2$, so the similar decision making can also be applied for it. So, it is predicted as relevant.

Rule 6 - for document $u_6$:

$u_6$ is quite similar with $u_3$, but the document $u_6$ locates between $C_N$ instead of $C_P$, and $B_P$ instead of $B_N$, and the distance $\text{dis}(u_6, C_P)$ is not greater than $\text{meanDis}$. Therefore, $u_6$ is predicted as irrelevant.

5 Experiments and Evaluations

5.1 Data Set

We used two popular datasets to test the proposed model: RCV1 (Reuters Corpus Volume 1), a very large data collection; and Reuters-21578, a relatively small one. RCV1 consists of all and only English language stories produced by Reuter’s journalists between August 20, 1996, and August 19, 1997. RCV1 includes 896,791 documents that cover a broad spectrum of issues or topics. TREC (2002) has developed and provided 50 assessor topics for RCV1. These topics were evaluated by human assessors at the National Institute of Standards and Technology (NIST). The relevance judgements of these topics on RCV1 have also been made by the NIST assessors. For each topic, a subset of RCV1 documents is divided into a training set and a testing set. RCV1 and TREC assessor topics are standard data collections [22].

Reuters-21578 (R21578) corpus is a widely used test collection for text mining and information retrieval researches. The data was originally collected and labelled by Carnegie Group, Inc. and Reuter's, Ltd. in the course of developing the CONSTRUE text categorization system. In this experiment, we picked up the set of 10 classes for testing since the class distribution for documents is too skewed. According to Sebastián’s convention [8], it was called the set R8 because two classes corn and wheat are intimately related to the class grain, and they were appended to class grain. In our experiments, each class is paired with other seven classes to get more testing cases (in total, we have 56 cases). For each case, documents in the class are relevant and in another class are irrelevant.

5.2 Baseline Models

In order to make a comprehensive evaluation, we have chosen seven types of classifiers with different algorithms from total 22 models and determined them as the baseline models (see Table 1). The selected baseline models (also see Section 2) are the state-of-the-art influential ones including Support vector machine (SVM), AdaBoostM1, J48 [24], Naïve Bayes [14], Random forest [4], IBk (Instance-Based Learning), Rocchio.

Precision $(p)$, Recall $(r)$ are two basic parameters for evaluation of the proposed model. In the paper, the effectiveness of text classification is measured by two key measures: $F_1$ measure and Accuracy $(Acc)$. $F_1$ is stressed as it is one of the most important metrics of comprehensive assessment [30].

\[
F_1 = \frac{2PR}{P + R}, \quad F_1^M = \frac{\sum_{i=1}^{\midC\mid} F_{1,i}}{\midC\mid}
\]

where $F_1^M$ is the macro average of $F_1$ for all the tested topics, and $F_{1,i}$ is the $F_1$ of topic $i$. For the calculation of Accuracy,

\[
Acc = \frac{TP + TN}{TP + FN + TN + FN}, \quad Acc^M = \frac{\sum_{i=1}^{\midC\mid} Acc_i}{\midC\mid}
\]

where $Acc^M$ is the macro average of Accuracy for all the tested topics, and $Acc_i$ is the Accuracy of topic $i$.

5.3 Experiment Results

The comparison between the proposed model (UBD) and the baseline models has been completed mainly by the two measures of $F_1$ and Accuracy. UBD is compared with seven baseline models as shown in Table 2 based on RCV1 Dataset and Table 3 based on R21578 Dataset. In Table 2, we found that the proposed model has got an average increase of 5.45% for Accuracy and 43.36% for $F_1$ compared with the other seven baseline models. The Accuracy value got by the proposed model exceeds SVM model which has the highest Accuracy value in all the baseline models, and the $F_1$ value has also been extremely improved by the proposed model at 116.70% compared with SVM model. In Table 3, we found that the proposed model has gained an average increase of 5.82% for Accuracy and 21.85% for $F_1$ compared with the other seven baseline models.

---

Table 1: The algorithms of the baseline models

<table>
<thead>
<tr>
<th>No</th>
<th>Algorithm type</th>
<th>Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Function based</td>
<td>SVM</td>
</tr>
<tr>
<td>2</td>
<td>Classifiers committee</td>
<td>AdaBoostM1</td>
</tr>
<tr>
<td>3</td>
<td>based</td>
<td>J48, Random Forest</td>
</tr>
<tr>
<td>4</td>
<td>Decision tree based</td>
<td>Naïve Bayes</td>
</tr>
<tr>
<td>5</td>
<td>Probabilistic based</td>
<td>IBk (KNN)</td>
</tr>
<tr>
<td>6</td>
<td>Instance-based (lazy learner)</td>
<td>IBk (KNN)</td>
</tr>
<tr>
<td>7</td>
<td>Representative based</td>
<td>Rocchio</td>
</tr>
</tbody>
</table>

---

1 Reuters-21578, http://www.daviddweiss.com/resources/
Table 2: The results of experiments on RCV1

<table>
<thead>
<tr>
<th>No</th>
<th>Models</th>
<th>F1</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SVM</td>
<td>69.96%</td>
<td>85.46%</td>
</tr>
<tr>
<td>2</td>
<td>AdaBoostM1</td>
<td>56.79%</td>
<td>81.26%</td>
</tr>
<tr>
<td>3</td>
<td>j48</td>
<td>64.12%</td>
<td>85.39%</td>
</tr>
<tr>
<td>4</td>
<td>NaiveBayes</td>
<td>79.54%</td>
<td>82.49%</td>
</tr>
<tr>
<td>5</td>
<td>RandomForest</td>
<td>66.01%</td>
<td>85.25%</td>
</tr>
<tr>
<td>6</td>
<td>IBk</td>
<td>75.10%</td>
<td>86.45%</td>
</tr>
<tr>
<td>7</td>
<td>Rocchio</td>
<td>69.39%</td>
<td>71.16%</td>
</tr>
<tr>
<td>8</td>
<td>CVTO-SD-BM25-TF</td>
<td>42.02%</td>
<td>85.79%</td>
</tr>
<tr>
<td>9</td>
<td>Average %chg</td>
<td>43.36%</td>
<td>5.48%</td>
</tr>
</tbody>
</table>

Table 3: The results of experiments on R21578

<table>
<thead>
<tr>
<th>No</th>
<th>Models</th>
<th>F1</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SVM</td>
<td>69.96%</td>
<td>85.46%</td>
</tr>
<tr>
<td>2</td>
<td>AdaBoostM1</td>
<td>56.79%</td>
<td>81.26%</td>
</tr>
<tr>
<td>3</td>
<td>j48</td>
<td>64.12%</td>
<td>85.39%</td>
</tr>
<tr>
<td>4</td>
<td>NaiveBayes</td>
<td>79.54%</td>
<td>82.49%</td>
</tr>
<tr>
<td>5</td>
<td>RandomForest</td>
<td>66.01%</td>
<td>85.25%</td>
</tr>
<tr>
<td>6</td>
<td>IBk</td>
<td>75.10%</td>
<td>86.45%</td>
</tr>
<tr>
<td>7</td>
<td>Rocchio</td>
<td>69.39%</td>
<td>71.16%</td>
</tr>
<tr>
<td>8</td>
<td>CVTO-SD-BM25-TF</td>
<td>81.20%</td>
<td>86.95%</td>
</tr>
<tr>
<td>9</td>
<td>Average %chg</td>
<td>21.85%</td>
<td>5.82%</td>
</tr>
</tbody>
</table>

Table 2 and Table 3 indicate that the proposed model has the highest score in both F1 and Accuracy on two datasets, especially in F1 that best reflects the real situation of text classification performance. Therefore, the proposed partitioning approximation approach has gained the best performance on RCV1 and R21578 compared with all the collected seven influential baseline models.

6 Conclusion

This paper proposed the method for dealing with uncertain decision boundary for finding relevant information. The experimental results show that the proposed model can significantly improve the performance of binary text classification in both F1 and Accuracy compared with seven other influential baseline models. The proposed model is promising and has the following contributions:

- Developed a model to understand the difference between relevant and irrelevant information by dividing training documents into three regions to reduce the impact of the uncertain information for text classification.
- Presented six decision rules to improve the performance of binary text classification on F1 measure and Accuracy.
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Abstract

One big problem with information retrieval (IR) is that the size of queries is usually short and the keywords in a query are very often ambiguous or inconsistent. Automatic query expansion is a widely recognized technique which is effective to deal with this problem. However, many query expansions methods require extra information such as explicit relevance feedback from users or pseudo relevance feedback from retrieval results. In this paper, we propose an unsupervised query expansion method, called Topical Query Expansion (TQE), which does not require extra information. The proposed TQE method expands a given query based on the topical patterns which can create links among those more associated and semantic words in each topic. This model also discovers related topics that are related to the original query. Based on the expanded terms and related topics, we propose to rank the document relevance with different ranking strategies. We conduct experiments on popularly used datasets, TREC datasets, to evaluate the proposed methods. The results demonstrate outstanding results against several state-of-the-art models.

Keywords: Topical Pattern, Information Retrieval, Query Expansion

1 Introduction

Standard bag-of-words retrieval models, such as BM25 (Lv & Zhai 2011, Robertson et al. 2004), have the benefits of mature statistical theories and their efficient computational performance which produce reasonable good results. However, these models are restricted on limited number of features that are from query terms. Besides, the words in a query may not be consistent and can be ambiguously understood or interpreted.

Automatic Query Expansion (AQE) is considered as an promising technique in IR to improve the effectiveness of document retrieval especially for short queries. Most researches of AQE techniques involve relevance feedback (Andrzejewski & Butler 2011, Maxwell & Croft 2013) and are always combined with smoothing technique to improve the effectiveness(Yi & Allan 2009, Zhai & Lafferty 2001), etc. But one limitation of these methods in real Web search is their high cost in computation because fast response time required by Web search applications.

Targeting on the problems mentioned above, in this paper, we will propose a new IR model which includes a novel query expansion method and a novel document ranking method, both based on topical patterns generated from the document collection. The proposed query expansion method can precisely interpret the user interests even though only limited features are provided and also can precisely balance the query drift during the process of the query expansion. The proposed IR model can efficiently retrieve relevant documents because no online re-training is needed. In the real scenario, if users are not very familiar with the content related to their formulated queries, they will not be able to provide interactive refinement within a limited response time, therefore the relevance feedback models are not suitable under this situation. In contrast, in this case, the proposed IR model will be much more useful.

The new proposed Topical Query Expansion (TQE) model, can effectively expand queries with semantic topical patterns. In the model, the discovered relevant topical patterns are used to determine the certain topics and uncertain topics for a specific query. For document relevance ranking, this distinguish for the related topics can be reflected by different weighting mechanisms. The rest of this paper will be presented as follows. In Section 2, we review topic models and related state-of-the-art IR techniques. Section 3 introduces the method of generating pattern-based topic model. Then we propose a new method for query expansion based on the pattern-based topic representation and the topic-based weighting system, which are described in Section 4. In Section 5 we describe the ad hoc retrieval experiments and prove the proposed model is significantly improve the effectiveness. According to the experimental results, we discuss the strengths of the proposed model from different perspectives in Section 6. At last, Section 7 concludes the whole work and presents the future direction.

2 Related Work

Topic modelling algorithms are used to discover a set of hidden topics from collections of documents, where a topic is represented as a distribution over words. Topic models provide an interpretable low-dimensional representation of documents (i.e. with a limited and manageable number of topics). Latent Dirichlet Allocation (LDA)(Blei et al. 2003) is a typical statistical topic modelling technique and the most common topic modelling tool currently in use. It can discover the hidden topics in collections of documents using the words that appear in the documents. Let
Table 1: Example results of LDA: word-topic assignments

<table>
<thead>
<tr>
<th>d</th>
<th>$\vartheta_{d,1}$</th>
<th>$\vartheta_{d,2}$</th>
<th>$\vartheta_{d,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_1$</td>
<td>0.6</td>
<td>$w_1, w_2, w_3, w_2, w_1$</td>
<td>0.2</td>
</tr>
<tr>
<td>$d_2$</td>
<td>0.2</td>
<td>$w_2, w_4, w_4$</td>
<td>0.5</td>
</tr>
<tr>
<td>$d_3$</td>
<td>0.3</td>
<td>$w_2, w_1, w_7, w_5$</td>
<td>0.3</td>
</tr>
<tr>
<td>$d_4$</td>
<td>0.3</td>
<td>$w_2, w_7, w_6$</td>
<td>0.4</td>
</tr>
</tbody>
</table>

$D = \{d_1, d_2, \ldots, d_M\}$ be a collection of documents. The total number of documents in the collection is $M$. The idea behind LDA is that every document is considered to contain multiple topics and each topic can be defined as a distribution over a fixed vocabulary of words that appear in the documents. For the $r$th word in document $d$, denoted as $w_{d,r}$, the probability of $w_{d,r}$, $P(w_{d,r})$ is defined as:

$$P(w_{d,r}) = \sum_{j=1}^{V} P(z_{d,r} = Z_j) \times P(w_{d,r} | z_{d,r} = Z_j) \quad (1)$$

$z_{d,r}$ is the topic assignment for $w_{d,r}$, $z_{d,r} = Z_j$ means that the word $w_{d,r}$ is assigned to topic $j$ and the $V$ represents the total number of topics. Let $\phi_j$ be the multinomial distribution over the words for $Z_j$, $\phi_j = (\phi_{j,1}, \phi_{j,2}, \ldots, \phi_{j,V})$, $\sum_{k=1}^{V} \phi_{j,k} = 1$. $\theta_{d,r}$ refers to the distribution of the topics in document $d$, $\theta_{d,r} = (\theta_{d,r,1}, \theta_{d,r,2}, \ldots, \theta_{d,r,V})$, $\sum_{j=1}^{V} \theta_{d,r} = 1$. $\theta_{d,r,j}$ indicates the proportion of topic $j$ in document $d$. LDA is a generative model in which the only observed variable is $w_{d,r}$, while the others are all latent variables that need to be estimated. Gibbs sampling method is an effective strategy for hidden parameters estimation (Steyvers & Griffiths 2007) that is used in this paper.

The resulting representations of the LDA model are at two levels, document level and collection level. Apart from these, the LDA model also generates word-topic assignments, that is, the word occurrence in the documents. Assuming the documents in $D$ involve 3 topics, $Z_1, Z_2$ and $Z_3$. Table 1 illustrates the topic distribution over documents and word-topic assignments in this small collection. From the outcomes of the LDA model, the topic distribution over the whole collection $D$ can be calculated, $\theta_D = (\theta_{D,1}, \theta_{D,2}, \ldots, \theta_{D,V})$, where $\theta_{D,j}$ indicates the importance degree of the topic $Z_j$ in the collection $D$.

LDA has been widely accepted by IR community. It was combined with language model for document smoothing (Mei et al. 2008, Yi & Allan 2009) (typically like LBDM (Wei & Croft 2006)) and used for query expansion (i.e., model-based feedback (Zhai & Lafferty 2001) and relevance model with Markov random fields (Lavrenko & Croft 2001, Metzler & Croft 2007)) techniques. The combination works mainly because it takes advantage of LDA’s multiple topic representation for document modelling and relevance feedback evaluating each document as topics to discover better query-specific topics. However, most of these works assume that query terms are independent given documents, which makes query expansion can not always keep good performance.

The topical n-Gram model (TNG) proposed in (Wang et al. 2007) automatically discovers term relationships within topics and extracts topically relevant and flexible phrases. Also topical PageRank can extract keyphrases in (Liu et al. 2010). But syntactically valid phrases often share low frequency in documents which cause poor performance for some queries. In (Bai et al. 2005), dependence models have been incorporated to extract term relationships for query expansion. This combination of terms are more flexible than phrases and the expanded terms are dependent to query and document. However, the risk of query drift is still a problem in query expanding area.

To solve the problem, the concept of optimization is prevalent for choosing relevant information. For example, optimization is treat as a classification task (Cao et al. 2008) that discriminates relevant from irrelevant expansion terms depending on whether they improve the performance. The approach proposed in (Maxwell & Croft 2013) focus on in-query terms selection by defining informative words and incorporating global statistics and local syntactic phrase to improve the performance. Optimised smoothing (Mei et al. 2008) technique is a general unified optimization framework for smoothing language models on graph structures. Collins-Thompson (Collins-Thompson 2009) defines an uncertainty set and models constraints to minimise the optimal loss over this set. Our approach partially inherits the idea of “mitigate risk-reward tradeoff”, but we additionally provide more concrete and meaningful categories to estimate the expanded query and the methods are proposed from different perspectives.

In this paper, we propose a new approach that incorporates multiple topics from topic model and association rule mining techniques, in the sense that discovers semantic meaning of topics and inferentially exploits related terms for original query. And we also present a new ranking method to systematically weight the different importances for all expanded and original queries.

3 Pattern-based Topic Representation

Pattern-based representations are considered more meaningful and more accurate to represent topics than word-based representations. Moreover, pattern-based representations contain structural information which can reveal the association between words. In order to discover semantically meaningful patterns to represent topics and documents, two steps are proposed: firstly, construct a new transactional dataset from the LDA model result of the document collection $D$; secondly, generate pattern-based representations from the transactional dataset to represent user needs of the collection $D$.

3.1 Construct Transactional Dataset

Let $R_{d,z_j}$ represent the word-topic assignment to topic $Z_j$ in document $d$, $R_{d,z_j}$ is a sequence of
words assigned to topic $Z_j$. For the example illustrated in Table 1, for topic $Z_1$ in document $d_1$, $R_{d_1, Z_1} = \{w_1, w_2, w_3, w_4, w_8\}$. We construct a set of words from each word-topic assignment $R_{d_i, Z_j}$ instead of using the sequence of words in $R_{d_i, z_j}$ because for pattern mining, the frequency of a word within a transaction is insignificant. Let $I_{ij}$ be a set of words which occur in $R_{d_i, z_j}$, i.e. $I_{ij}$ contains the words which are in document $d_i$ and assigned to topic $Z_j$ by LDA. $I_{ij}$, called a topical document transaction, is a set of words without any duplicates. From all the word-topic assignments $R_{d_i, Z_j}$ to $Z_j$, we can construct a transactional dataset $\Gamma_j$. Let $D = \{d_1, \ldots, d_M\}$ be the original document collection, the transactional dataset $\Gamma_j$ for topic $Z_j$ is defined as $\Gamma_j = \{I_{1j}, I_{2j}, \ldots, I_{Mj}\}$. For the topics in $D$, we can construct $V$ transactional datasets ($\Gamma_1, \Gamma_2, \ldots, \Gamma_V$). An example of transactional datasets is illustrated in Table 2, which is generated from the example in Table 1.

### 3.2 Generate Pattern Enhanced Representation

The basic idea of the proposed pattern-based method is to use frequent patterns generated from each transactional dataset $\Gamma_j$ to represent $Z_j$. In the two-stage topic model (Gao, Xu, Li & Liu 2013), frequent patterns are generated in this step. For a given minimal support threshold $\sigma$, an itemset $X$ in $\Gamma_j$ is frequent if $\text{supp}(X) \geq \sigma$, where $\text{supp}(X)$ is the support of $X$ which is the number of transactions in $\Gamma_j$ that contain $X$. The frequency (also called relative support) of the itemset $X$ is defined as $\frac{\text{supp}(X)}{|\Gamma_j|}$. Topic $Z_i$ can be represented by a set of all frequent patterns, denoted as $X_{Z_i} = \{X_{i1}, X_{i2}, \ldots, X_{i m_i}\}$, where $m_i$ is the total number of patterns in $X_{Z_i}$. For all topics, we have $X_{Z_1}, X_{Z_2}, \ldots, X_{Z_V}$ and $V$ is the total number of topics. $U = \{X_{Z_1}, X_{Z_2}, \ldots, X_{Z_V}\}$ is the pattern-based topic model generated from the given collection of documents. Take $\Gamma_2$ as an example, which is the transactional dataset for $Z_2$. For a minimal support threshold $\sigma = 2$, all frequent patterns generated from $\Gamma_2$ are given in Table 3 (‘itemset’ and ‘pattern’ are interchangeable in this paper).

### 4 Topical Query Expansion (TQE)

The representations generated by the pattern-based LDA model, discussed in Section 3, carry more concrete and identifiable meaning than the word-based representations generated using the original LDA model. Based on the pattern-based topic model with layered structure and interpretable representation, we will present the method of expanding queries by our proposed novel Topical Query Expansion (TQE) model for IR. The details are described in the following subsections.

#### 4.1 Related Topics Selection and Query Expansion

Given a collection of documents $D$, $V$ pre-specified latent topics can be generated and represented by patterns according to the approach described in Section 3. From the results of LDA to $D$, $V$ transactional datasets, $\Gamma_1, \ldots, \Gamma_V$ can be generated from which the pattern-based topic representations for the collection, $U = \{X_{Z_1}, X_{Z_2}, \ldots, X_{Z_V}\}$, can be generated, where each $X_{Z_i} = \{X_{i1}, X_{i2}, \ldots, X_{i m_i}\}$ is a set of frequent patterns generated from the transactional dataset $\Gamma_i$, where $m_i$ is the total number of patterns in topic $Z_i$ and each $X_{ij}$ in $X_{Z_i}$ is a unique pattern with corresponding weight $f_{ij}$. This pattern-based representation enhances the semantic meaning of topics, which can also be useful for selecting right topics that a query may involve.

Normally, the number of frequent patterns is considerably large and many of them are not necessarily useful. Several concise patterns have been proposed to represent useful patterns generated from a large dataset instead of frequent patterns, such as maximal patterns (Bayardo Jr 1998) and closed patterns. The number of these concise patterns is significantly smaller than the number of frequent patterns for a dataset. Based on the results on information filtering (Gao, Xu & Li 2013, Gao et al. 2014), the topics that are discovered from the collection of documents can be better represented by closed patterns.

For a transactional dataset, an itemset $X$ is a closed itemset if there exists no itemset $X'$ such that (1) $X \subset X'$, (2) $\text{supp}(X) < \text{supp}(X')$. A closed pattern reveals the largest range of the associated terms. It covers all information that its subsets describe. Closed patterns are more effective and efficient to represent topics than frequent patterns. Association rule mining is to find associations between itemsets, called association rules. An association rule is an implication in the form of $X \Rightarrow Y$, where $X$ and $Y$ are disjoint itemsets, i.e., $X \cap Y = \emptyset$. The strength of an association rule can be measured in terms of its support and confidence. Support determines how often a rule is applicable to a given dataset, while confidence determines how interesting or strong the correlations of this rule. $X$ and $Y$ are itemsets, $X$ is called antecedent and $Y$ is called consequent, the rule means that $X$ implies $Y$. The relative support of a rule is the percentage of transactions that contain $X$ and $Y$, the confidence of a rule is the ratio between the support of the rule and the support of $X$.

Confidence, on the other hand, measures the reliability of the inference made by a rule. For a given $X \Rightarrow Y$, the higher the confidence, the more likely it is for $Y$ to be present in transactions that contain $X$. The association rule suggests co-occurrence relationship between items in the antecedent and consequent of the rule.

For the pattern-based topic model described in
Section 3, from each transactional dataset \( \Gamma_i \), for topic \( i \), we can generate a set of association rules which satisfy the predefined minimum support \( \sigma \) and confidence \( \eta \) from a given transactional dataset, and denoted as \( \mathbb{R}_i \). Based on the discovered rules from pattern-based topic \( \{X_{z_1}, X_{z_2}, \ldots, X_{z_n}\} \), for a given query \( Q = \{q_1, q_2, \ldots, q_n\} \), where \( q_w \) is one of the terms in the query \( Q \), \( w = 1, 2, \ldots, n \), we can discover which topics that the query is related to, as well as the expanded terms of original queries.

The rational behind using pattern based topic models to expand queries is topical patterns contain more strong relations among terms and these associations create a reliable links between original query terms and their related topics from which the best terms can be determined to expand the query. The detailed process is described as follows.

As mentioned before, the pattern-based topic representation is \( X_{z_i} = \{X_{ij}, X_{ij}^2, \ldots, X_{ij}^{l_i}\} \) for topic \( Z_i \) in which the pattern \( X_{ij} \) is a set of terms, \( l_i \) is the length of this pattern \( X_{ij} \), \( \text{supp}(X_{ij}) \) is the support of \( X_{ij} \). If there is a term \( x_{ij}^k \in X_{ij} \), \( k \in \{1, \ldots, l_i\} \), \( q_w = x_{ij}^k \), i.e., \( q_w \in X_{ij} \), and \( q_w \Rightarrow X_{ij} \) \( \cap \) \( q_w \) is a rule in \( \mathbb{R}_i \), topic \( Z_i \) is considered as a related topic of \( q_w \). The pattern \( X_{ij} \) is called a topic-related pattern of \( q_w \). The set of related topics of the query word \( q_w \), denoted as \( RT_{q_w} \), can be defined below:

\[
RT_{q_w} = \{Z_i | \exists (q_w \Rightarrow X_{ij} \cap q_w) \in \mathbb{R}_i, q_w \in X_{ij}\}
\]

The set of related topics for a query \( Q \) is defined as:

\[
RT_Q = \bigcup_{w=1}^{n} RT_{q_w}
\]  

For a query word \( q_w \), there could be multiple topic-related patterns in \( X_z \), that make the topic \( Z_i \) a related topic of \( q_w \). Let \( X_{q_w}^i \) be a set of topic-related patterns in \( X_z \) for \( q_w \), \( X_{q_w}^i \) can be used to represent topic \( Z_i \) in terms of \( q_w \). \( X_{q_w}^i \) is defined below:

\[
X_{q_w}^i = \{X | X \in X_z, \exists (q_w \Rightarrow X \cap q_w) \in \mathbb{R}_i, q_w \in X\}
\]

For each pattern \( X \in X_{q_w}^i \), the expanded query is \( X \cap q_w \) and the relevance of \( X \) to \( q_w \) with respect to the topic \( Z_i \) is defined as:

\[
f_{q_w}^i (X) = \frac{\text{supp}(X)}{\sum_{Y \in X_{q_w}^i} \text{supp}(Y)}
\]

The relevance \( f_{q_w}^i \) will be used to determine the relevance of a document to a query in the retrieval stage which will be discussed in Section 4.3.

A simple example is given in Figure 1 where we describe how to find related topics for word “trade” in query 55. The minimum confidence in our experiment \( \eta = 0.25 \). The related patterns in topic 59 are “trade stock”, “trade market” and “trade exchange” in Figure 1. The relative support of the pattern “trade stock” is 0.44, and the relative support of “trade market” is 0.59 in topic 59, and 0.44/0.59 = 0.75 is the confidence of the rule “trade = stock” which is larger than \( \eta \). As a result, topic 59 is one of the related topics for the keyword “trade”. Similarly, topic 28 is another related topic and thus \( RT_q = \{Z_{59}, Z_{28}\} \) is the set of related topics of keyword “trade”.

![Figure 1: An example of finding related topics given a keyword “trade” from query 55](image)

As results, the corresponding expanded queries contain “stock, market, exchange, import, world, foreign”. But among all the related topics, the association degree with one word in the query is different. Some related topics are highly related to the user’s interests while some other discovered related topics are actually rarely associated. So we need topic optimization process to differentiate the various importance of all the related topics to the user’s real interests.

### 4.2 Topic Optimization

In traditional topic models, topics are represented by single words. One word could appear in different topics since words suffer from the polysemy problem. In our pattern-based topic model, the topic representation is more discriminative by patterns. Topical patterns can capture more stable and meaningful associations between words. However, different combination with the same word can often represent different topics. For example, “south” in “south Africa” is country name but it in “south west” is a direction. As a result, not all the related topics generated using Equation (3) can ‘truly’ represent the user’s interests. Topic optimization is such a process that helps to choose those related topics which are more closed to the user’s interests. In this section, we will optimise the selected related topics, \( RT_Q \), for the query and define a level of certainty for these related topics.

A topic \( Z_i \) is considered as the user’s certain topic if it meets the following conditions:

- \( Z_i \) is a related topic of at least keyword in \( Q \), i.e., \( \exists q_k \in Q, Z_i \in RT_{q_k} \);

- \( Z_i \) is a common related topic of at least two different keywords in \( Q \), i.e., \( \exists q_k, q_h \in Q, Z_i \in RT_{q_k} \cap RT_{q_h} \)

Formally, the certain topics of the query \( Q \), denoted as \( T_Q^c \), is defined by the equation (6).

\[
T_Q^c = \{Z_i | Z_i \in RT_{q_k} \cap RT_{q_h}, \exists k, h \in \{1, \ldots, n\}, k \neq h\}
\]  

The set of certain topics can be considered as the closest topics to the user’s interest because they are related to at least two query words in the user’ query. This feature is very important because two or more words actually form a pattern. The pattern consisting of query words can be considered a ‘user-specific pattern’. It is because of the ‘user-specific pattern’ that the topics in \( T_Q^c \) are more certain to represent the user’s interest.
4.3 Document Ranking

Original query $Q$ can be expanded by patterns from the representation of related topics $RT_Q$ based on their property (i.e., certain topic or uncertain topic). Expanded patterns of related topic (in section 4.1) which belongs to the certain topics are called certain expansion, and patterns of related topic which belongs to uncertain topics are uncertain expansion. For different expansions, we assign different weights to indicate their importance using a trade-off parameter $\lambda \in [0, 1]$. A constant $\lambda_s \in [0, 1]$ controls the relative proportion between original query and the extended terms, and a constant $\lambda_p \in [0, 1]$ controls the weighting trade-off between extended terms in $T^c_Q$ and the ones in $T^u_Q$. Also, the expanded terms have their topical frequencies that can represent the their specificities in describing the meaning of the related topic, which is calculated by Equation (5). The higher relevance of the pattern indicates the more specific and important of this pattern in this topic.

For example, query 58 is “rail striker”, the related topic for “rail” is topic66 in which the expanded patterns are “transport rail” with relative support 0.05918 and “rail train” with relative support 0.05477; the related topic for “striker” is topic84 in which the expanded patterns are “striker worker” with relative support 0.06155 and “striker union” with relative support 0.05352. According to Equation (5), the relevance of the expanded patterns will be “transport rail” (0.5194) and “rail train” (0.4806) in topic66, “striker worker” (0.5349) and “striker union” (0.4651) in topic84. However, queries are always related to multiple topics. The more related topics a query has, the more diverse the query is, thus more uncertain for this query. The number of related topics in $RT_{q_w}$ is defined as word diversity of $q_w$, denoted as $div(q_w)$. For the set of certain topics, $div^c_{q_w} = |RT^c_{q_w}|$ and for the set of uncertain topic, $div^u_{q_w} = |RT^u_{q_w}|$. If a word has high diversity, it will not be discriminative in delivering the user interest therefore the importance weight should be lower than the word with low diversity.

The principles of document relevance ranking are: 1) increase weights of certain related topics to user’s interests; 2) balance the weights of uncertain related topics to user’s interests. The expanded terms in certain topics are assigned higher weight compared with expanded terms in uncertain topics in which the proportion is controlled by $\lambda_f$. At more specific level, diversity ($div$)of the keyword is used to balance every possible meaning of it; the relevance of the pattern $f(X)$ indicates its importance in one topic. $\#div \times f(X)\#$ together presents the specificity of the expanded terms.

Table 4: Important Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>the original query</td>
</tr>
<tr>
<td>$T^c_Q$</td>
<td>set of certain topics for the query $Q$</td>
</tr>
<tr>
<td>$T^u_Q$</td>
<td>set of uncertain topics for the query $Q$</td>
</tr>
<tr>
<td>$RT^c_{q_w}$</td>
<td>set of certain topics of $q_w$</td>
</tr>
<tr>
<td>$RT^u_{q_w}$</td>
<td>set of uncertain topics of $q_w$</td>
</tr>
<tr>
<td>$X_{q_w}$</td>
<td>set of topic-related patterns in $X_{q_w}$ for $q_w$</td>
</tr>
<tr>
<td>$f^c_{q_w}(X)$</td>
<td>the relevance of pattern $X$ to $q_w$ with respect to the topic $Z_i$</td>
</tr>
<tr>
<td>$\lambda_p$, $\lambda_s$, $bm(q)$</td>
<td>the BM25 score of term $q$</td>
</tr>
</tbody>
</table>

One unique characteristic for topical pattern expansion is that the expanded terms particularly for an original query term are derived from one pattern, and they only make sense when the original query exists in a document since the original keyword and expanded terms together represent a completely meaningful pattern. Another reason is the original query is the antecedent of a rule which is a dominant element. Therefore, our proposed document ranking requires co-occurrence of the original query and its expanded terms in a document $d$. The ranking score of document $d$ will linearly combine all these elements introduced above. The document ranking is calculated by Equation (10), the relevant notations in the equations are given in Table 4.

$$\text{score}(d|Q) = \sum_{q_w \in Q} \{ \lambda_p bm(q_w) + (1 - \lambda_s) \} \left[ \frac{\lambda_s}{|RT^c_{q_w}|} \sum_{Z_i \in T^c_Q} \sum_{X \in X_{q_w}} f^c_{q_w}(X) bm(X|q_w) + \frac{1 - \lambda_s}{|RT^u_{q_w}|} \sum_{Z_i \in T^u_Q} \sum_{X \in X_{q_w}} f^u_{q_w}(X) bm(X|q_w) \right]$$  

(10)

4.4 Algorithm

To understand this process clearly, we formally describe the process in two algorithms: Offline training (i.e., generating pattern-based topic model for the collection) Algorithm and Online Retrieval (i.e., expanding queries and document relevance ranking) Algorithm. The former generates pattern-based topic representations and paves the way for the latter expansion system. Given a query online, the latter TQE model expands the query with related topics and computes the document ranking with topic-related patterns.

5 Evaluation

In order to emphasize the effectiveness of our proposed weighted query expansion model, in the experiments, we only use query itself as the input without user interactive information such as relevance feedbacks. The hypothesis to be verified in the experiments to be discussed in the following sections is that the proposed query expansion based on the related topical patterns generated from the collection is effective. This section discusses the experiments and evaluation in terms of data collection, baseline models, measures and results. The results show that the
Algorithm 1 Offline Training

Input: a collection of training documents $D$; minimum support $\sigma_{t}$ as threshold for topic $Z_{t}$; number of topics $V$

Output: pattern-based topic representations for the collection, $X_{Z_{1}}$, $X_{Z_{2}}$, $\cdots$, $X_{Z_{V}}$

1. Generate topic representation $\phi$ and word-topic assignment $z_{d,i}$ by applying LDA to $D$
2. for each topic $Z_{i} \in \{Z_{1}, Z_{V}\}$ do
3. Construct transactional dataset $\Gamma_{i}$ based on $\phi$ and $z_{d,i}$
4. Construct user interest model $X_{Z_{i}}$ for topic $Z_{i}$ using a pattern mining technique so that for each pattern $X$ in $X_{Z_{i}}$, $\text{supp}(X) > \sigma_{i}$
5. end for

Algorithm 2 Online Retrieval

Input: topic representations $X_{Z_{1}}, X_{Z_{2}}, \cdots, X_{Z_{V}}$; a query $Q = \{q_{1}, q_{2}, \cdots, q_{n}\}$; a list of documents $D'$; a minimum confidence $\eta$

Output: $\text{score}(d|Q), d \in D'$

1. for each $q_{n} \in Q$ do
2. $RT_{q_{n}} := \emptyset$
3. for each topic $Z_{i} \in \{Z_{1}, Z_{V}\}$ do
4. $X_{q_{n}, Z_{i}} := \emptyset$
5. for each pattern $X_{ij} \in X_{Z_{i}}$ do
6. Scan patterns and find $q_{n} = x_{ij}, x_{ij} \in X_{ij}$
7. if $q_{n} \Rightarrow X_{ij}, q_{n} \in \mathbb{R}$, then
8. $RT_{q_{n}} = Z_{i} \cup RT_{q_{n}}$
9. $X_{q_{n}, Z_{i}} = X_{ij} \setminus q_{n} \cup X_{q_{n}, Z_{i}}$
10. end if
11. end for
12. end for
13. for all $q_{n} \in Q$ do
14. end for
15. Find $T_{Q}$ by equation (6)
16. end for
17. for each $d \in D'$ do
18. $\text{score}(Q|d) := 0$
19. $\text{score}(Q|d)$ is calculated by equation (10)
20. end for

The proposed TQE model significantly outperforms the baseline models in terms of effectiveness.

5.1 Data
The benchmark datasets from Text REtrieval Conference (TREC)$^{1}$ (Voorhees et al. 2005) are used to evaluate our proposed model for IR. For each dataset, the queries are taken from the "title" field of TREC topics. A collection of text documents and relevance judgements for each query are involved in each dataset. Table 5 shows the datasets (AP, SJMN, WSJ) details.

5.2 Measures
The effectiveness is assessed by five different measures: average precision of the top $K$ ($K = 5$, and $K = 10$) documents, $F_{1}(\beta = 1)$ measure, Mean Average Precision (MAP). $F_{1}$ is a criterion that assesses the effect involving both precision ($p$) and recall ($r$), which is defined as $F_{1} = \frac{2pr}{p + r}$. The larger the $F_{1}$ score, the better the system performs.

5.3 Settings
Firstly, we apply the LDA model to construct topic models with $V = 100$ latent topics for SJMN, 200 topics for WSJ and 300 topics for AP according to the size of each data collection, using the MALLET topic modelling toolkit$^{2}$. Our experiments show that insufficient number of topics will largely bring in abundant expanded patterns into the topic model. We run collapsed Gibbs inference for 1000 samplings, the hyper-parameters of the LDA model are $\alpha = 50/V$ and $\beta = 0.1$. We also pre-process all documents by removing standard stopping words, removing numbers and punctuation.

In the process of generating pattern-based topic representations, the minimum support $\sigma$ for every topic in each collection is set to 0.05.

For selecting the related topics, the minimum confidence of a topical association rule is set to $\eta = 0.25$.

The trade-off parameters in document relevance ranking are set as $\lambda_{p} = 0.9$, $\lambda_{s} = 0.7$ in experiments for all the three datasets.

5.4 Baseline IR models
Three existing IR models are chosen as baseline models in the experiments, including one term-based ranking model BM25 and two state-of-the-art topic-based IR models, which integrate topic model with language model and have achieved relatively successful performance.

5.4.1 BM25
BM25 (Robertson et al. 2004) is one of the state-of-the-art term-based document ranking approaches. In this paper, the original and expanded queries are all scored by BM25 weights. The term weights are estimated using the following equation:

$$W(t) = \frac{tf \times (k + 1)}{k_{1} \times ((1 - b) + b \frac{DL}{AVDL}) + tf} \times \log(\delta + \frac{N - n + 0.5}{n + 0.5})$$

(11)

where $N$ is total number of documents in the collection; $n$ is the number of documents that contain term $t$; $tf$ is the term frequency; $DL$ and $AVDL$ are the document length and average document length, receptively; and $k_{1}$ and $b$ are the parameters, which are set as 1.2 and 0.75 in this paper. Notice that, in this paper, we use the modified BM25 in the part

---

1 http://trec.nist.gov/

2 http://mallet.cs.umass.edu/
of inverse document frequency (idf). The constant \( \delta \) is added to avoid the negative value of idf for the common terms in the collection, we set \( \delta = 1 \).

5.4.2 Topical n-gram model

The topical n-Gram model (TNG) proposed in (Wang et al. 2007) automatically and simultaneously discovers topics and extracts topically relevant phrases. It has been seamlessly integrated into the language modelling based IR task (Wang et al. 2007). The generative process can be described as follows:

1) draw discrete \( \phi_z \) from Dirichlet \( \beta \) for each topic \( z \);
2) draw discrete \( \theta_d \) from Dirichlet \( \alpha \);
3) the difference of TNG from normal LDA model is to draw Bernoulli \( \varphi_{zw} \) for each topic \( z \) and each word \( w \); and
4) draw discrete \( \sigma_{zw} \) from Dirichlet \( \delta \) for each topic \( z \) and each word \( w \).

Bernoulli chooses the assignment of the word \( w_{zd} \) to a topic \( \phi_j \), which is used to determine whether nearby content can be composed as phrases. Readers can refer to (Wang et al. 2007) for more details.

5.4.3 LDA-based Document Model (LBDM)

LDA-based document model smoothing technique (Wei & Croft 2006) utilizes Dirichlet smoothing to smooth \( P_{ML}(w|d) \) with \( P(w|coll) \), then further smooth the result with \( P_{LDA}(w|d) \):

\[
P(w|d) = \frac{N_d}{N_d + \mu} P_{ML}(w|d) + \frac{N_d}{N_d + \mu} \frac{P_{ML}(w|coll) + (1 - \lambda) P_{LDA}(w|d)}
\]

where \( P(w|d) \) is the maximum likelihood estimate of word \( w \) in the document \( d \), and \( P(w|coll) \) is the maximum likelihood estimate of the word \( w \) in the whole collection. \( \mu \) is the Dirichlet prior, which is set to 1000, and \( \lambda = 0.7 \) in the experiment.

5.5 Results

Table 7: Comparison of the TQE model with TNG and LDBM models. The evaluation measure is average precision. impr indicates the percentage of improvement of TQE over best performance of TNG and LDBM

<table>
<thead>
<tr>
<th>Collection</th>
<th>TNG</th>
<th>LDBM</th>
<th>TQE</th>
<th>impr</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP</td>
<td>0.2425</td>
<td>0.2651</td>
<td>0.3390</td>
<td>27.8%</td>
</tr>
<tr>
<td>SJMN</td>
<td>0.2122</td>
<td>0.2307</td>
<td>0.2375</td>
<td>3.0%</td>
</tr>
<tr>
<td>WSJ</td>
<td>0.2958</td>
<td>0.3253</td>
<td>0.3502</td>
<td>7.7%</td>
</tr>
</tbody>
</table>

We can see that TQE model outperforms the other two baseline models on MAP value, achieves dramatic increase for AP collection which is 27.8% and minimum increase of 3.0% for SJMN. The significant improvement is solid evidence that supports the hypothesis.

From Table 6, we can see that the number of net queries in AP, SJMN and WSJ are 99, 94 and 100, respectively. Among the valid queries, 80.8% (80/99) queries in AP, 90.4% (85/94) queries in SJMN and 83.0% (83/100) in WSJ can be expanded by our proposed approach. This demonstrates that topical patterns that are discovered by our model are the interpretable representations and also effective at selecting related topics which can be further used in query expansion. This results also support the hypothesis.

In the same table, we can find that in the expanded queries across the three collections, 23.5%-37.5% queries get improved under evaluation measure top5, 25.9%-42.4% queries performs better under evaluation top10, 53.0%-66.3% queries under MAP and 51.8%-66.3% under F1 get improved. Although the improving number of queries under top5 is smallest but its average gain over all improved queries are the highest, while MAP and F1 evaluation have large number of improved queries but the improvement value is relatively the lowest. To summarise the performance, our proposed TQE consistently performs excellently across all evaluation measures, which proves the hypothesis that it is effective at query expansion.

6 Discussion

The results on benchmark TREC datasets show that this technique can result in major improvements for a large proportion of queries. The reason behind is that using topical patterns are to expand the query can obtain more accurate and semantically related terms. The significant improvements are also contributed by the divisions of focused queries and scattered queries at a topic level and different ranking mechanisms based on the different queries for ranking documents.

6.1 Topical Patterns for Query Expansion

Instead of using individual words as representation of topics, we use stronger terms relationships by topical patterns to select related topics as well as expanded terms from the related patterns. Pattern-based representations are effective at interpreting the semantic meaning, thus the topical pattern based expansion is more trustful in terms of semantics . At ranking stage, the topical patterns are also effective because they can deliver specific weightings with patterns \( X \) and their relevance \( f^q(X) \).

But based on our experimental experience, if the number of trained topics is too small (i.e., \( V = 100 \) for the larger collection AP) which can’t fit the topic partitions within a collection, the performance will drop sometimes even worse than original BM25. The main reason is that very low dimension of topics leads to abundant patterns, which causes the related patterns contain many noises. Therefore, the number of topics directly affects the correctness of query expansion by topical patterns.

The query expansion approach TQE is quite flexible indeed. If the query itself is short, the related topics will complement the features; and if they query is verbose, the optimization of related topics will converge to focused topics and decrease the effects of noisy terms. Consequently, topical pattern for query expansion is a good strategy for IR and it also solve the mentioned problems.

6.2 Complexity

Many topical IR models require feedbacks which is less efficient in retrieving documents after user’s inputs. Since our proposed model only need offline training once which requires no extra online processing time, it performs significantly outstanding on retrieval effectiveness and efficiency.

As discussed in Section 4.4, there are two algorithms in the proposed model, i.e. offline training and Online retrieval. The complexity of the online retrieval is related to the number of terms in a query
Table 6: Improvements of using TQE model compared with only using original queries. “Expanded Queries” column indicates number of the queries can be expanded. For each evaluation, “impr.” shows the number of queries get improved, and “avg gain” means the average improvement over the improved queries.

<table>
<thead>
<tr>
<th>Collection</th>
<th>Net Queries</th>
<th>Expanded Queries</th>
<th>impr. avg gain</th>
<th>impr. avg gain</th>
<th>impr. avg gain</th>
<th>impr. avg gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP</td>
<td>99</td>
<td>80</td>
<td>30</td>
<td>0.217</td>
<td>22</td>
<td>0.10</td>
</tr>
<tr>
<td>SJMN</td>
<td>94</td>
<td>85</td>
<td>20</td>
<td>0.217</td>
<td>28</td>
<td>0.123</td>
</tr>
<tr>
<td>WSJ</td>
<td>100</td>
<td>83</td>
<td>23</td>
<td>0.236</td>
<td>36</td>
<td>0.196</td>
</tr>
</tbody>
</table>

and the expanded terms. However, the number is always small and the calculation time is often acceptable.

For offline training, the proposed pattern-based topic modelling methods consist of two parts, topic modelling and pattern mining. For the topic modelling part, the initial user interest models are generated using the LDA model, and the complexity of each iteration of Gibbs sampling for the LDA is linear with the number of topics ($V$) and the number of documents ($N$), i.e. $O(V + N)$ (Wei & Croft 2006). For pattern mining, there is no specific quantitative measure for the complexity of pattern mining reported in relevant literature. But the efficiency of the FP-Tree algorithm (Han et al. 2007) for generating frequent patterns has been widely accepted in the field of data mining and text mining. The transactional datasets used in the TQE model are generated from the topic representations produced by the LDA model rather than the original document collections. The patterns used to represent topics are generated from the words which are considered to represent the document topics by the LDA model. These words are part of the original documents, whereas other pattern mining models generate patterns from the whole collection of documents.

Moreover, the TQE model combines the topic modelling and pattern mining linearly. Thus, in summary, the complexity of the TQE model can be determined by topic modelling or pattern mining. In most cases, the complexity of the TQE model would be the same as pattern mining since, in general, the complexity of pattern mining is greater than that of topic modelling. As their name indicates, offline training can be conducted off-line which means that the complexity of the offline training part will not affect the efficiency of the proposed IR model.

7 Conclusion and Future Work

This paper presents an innovative weighted query expansion for information retrieval including topical-pattern based query expansion and document relevance ranking. The TQE generates pattern-based topic representations for every topic in a collection. With these semantic topical patterns, a query belongs to certain topics or uncertain topics can be expanded with topic-related patterns. For the document ranking, the TQE estimates the relevance from the aspects of determining certainty of topics at general level, additionally analysing related patterns with more specific features. The proposed model has been evaluated by using the TREC collections for IR task. Compared with the state-of-the-art models, the TQE demonstrates excellent strengths both on query expansion and document relevance ranking.

The proposed model automatically generates discriminative and semantic rich representations for modelling topics and queries by combining topic modelling techniques and data mining techniques. The following work in future could take relevance feedback into consideration, the related topics and patterns discovered by the TQE will be assigned with more precise weights.
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Abstract
Retrieving relevant images from a large, diversified collection using visual queries (image content) as search argument is a challenging and important open problem. It requires an efficient and effective content-based image retrieval (CBIR) system. Image representation has a profound effect on the performance of CBIR. This paper presents a CBIR system based on a novel image representation using a new approach to the generation of image signatures (CBIR-ISIG). Image signatures are generated by applying random indexing (RI) to a Bag-of-visual Words (BoW) representation of the images. RI is an efficient and scalable approach to dimensionality reduction, based on random projection which avoids the computational cost of matrix factorization. Most importantly, it can be performed incrementally as new data arrives, as is crucial for online systems. The retrieval quality of the proposed approach is evaluated using a benchmark dataset for image classification (a subset of the Corel dataset). The proposed approach shows promising results with comparable retrieval quality to state of the art approaches while retaining the benefits of the highly efficient representational scheme.

Keywords: Content based image retrieval, Image signature, Random Indexing, Invariance, Bag-of-Words.

1 Introduction
The development of the Internet and increased availability of image capturing devices have enabled collections of digital images to grow at a fast pace in recent years and to become more diverse. This created an ever growing need for efficient and effective image browsing, searching, and retrieval tools. Retrieving relevant images accurately to satisfy an information need from a large, diversified collection using visual queries is a challenging and important problem to address. Despite many years of research in this area, an effective general solution still eludes researchers. The most familiar CBIR system in wide use today is offered by Google Images, where a user can upload an image as a query, and the system responds with similar images, based on content. The performance of this system can only be described as less than satisfactory for all but a very small fraction of images – when it works well, it is almost invariably for very famous images, but even then it often fails. Figure 1 shows an example of a failed search for a query image (Eiffel tower) in Google Images search. All the while Google Images are quite effective for text based search using accompanied image text annotations, it is not effective for (visual) content-based image retrieval.

Selecting an appropriate image representation is the most important factor in implementation of an effective CBIR system. Among the many image representations that have been studied, the BoW approach is one of the most promising (Yuan, et al. 2011 and Mansoori, et al. 2013). The BoW approach is flexible with respect to geometry, deformations and viewpoint and it provides vector representation for sets. Finally it gives a compact summary of image content. This research adapts the BoW approach and presents an efficient content based image retrieval system using image signatures (CBIR-ISIG) and, introduces a new approach to image signature definition. Image signatures are generated by applying random indexing on a BoW representation of the image, using Topsisg (Geva and De Vries 2011). This improves the computational efficiency of conventional BoW CBIR approaches. The system performance is evaluated by the use of a well categorized subset of the standard Corel dataset and is shown to produce superior results when compared with other independently developed and tested approaches.

There are numerous examples in the literature where signatures are used to detect near-duplicates in image processing and text processing at high speed. Topsisg is a tool that is used to generate and search signatures, with response time at the millisecond scale to search millions of documents (Chappell, et al. 2013). Signature representation is a concise representation of real vectors, which help to reduce the storage space (eg: in this research around 5840 bytes of a real valued image feature vectors are represented by 1024 bytes). It can be defined as a representation of documents, images and other searchable abstract objects as binary strings of fixed length (Chappell, et al. 2013). The motivation behind this research is to find a representation that is efficient to search while retaining retrieval quality by feature fusion and signatures.

In image retrieval there are essentially two approaches. The first is the text based (TBIR) approach. Here the user describes the image content with a textual specification of the image content, such as tags. However the representation of images using text was found to be too difficult: requiring excessive human effort to support, time consuming and expensive, incapable of describing
rich image features, and very much dependent on human perception. To overcome the limitations of TBIR, content based image retrieval (CBIR) was introduced, allowing queries to be specified visually. In CBIR image features are extracted and indexed automatically to support storage and retrieval of images with visual queries.

Over the last 30 years significant attention has been paid to CBIR. Extensive research has been conducted (Liua, et al. 2007) to develop sophisticated algorithms to extract low-level image features such as colour, shape, texture, edges, point of interest, and spatial relationships. These algorithms then measure the similarity between pairs of images based on image feature vectors. Much work had been dedicated to exploring and provision of solutions to the problems of image rotation, translation and scale invariance (RTSI). However, these algorithms cannot adequately model image semantics and have many limitations when it comes to dealing with broad content image databases, especially with regards to response time and retrieval accuracy. CBIR has been assessed comprehensively in (Liua, et al. 2007).

In this paper authors offer a different approach to the construction of image signatures. This starts from a set of standard image features, use vector quantisation to generate a BoW representation. Sub-image feature sets as well as full image feature set are further used. Then random indexing is applying to fuse the various feature sets and then the representation used to store and search images. This approach is described in more detail later in this paper.

The rest of the paper is organized as follows. Section 2 outlines the previous work done on CBIR. Section 3 describes an overview of the system and the proposed method. Section 4 provides details of the experiment and the results obtained. Conclusions drawn from the research findings are included in section 5.

2 Previous Work

CBIR systems measure visual similarity between a query image and multiple database images and then retrieve the top ranked images using various similarity measures. These similarity measures are computed on extracted features (Colour, Texture, and Shape) from images. In (Liua, et al. 2007) a comprehensive assessment of prior work with CBIR was performed.

Most of the systems (Saad, et al. 2011) have used global feature representation whereas some other systems (Hiremath and Pujari 2007, Mansoori, et al. 2013, Takala et al. 2005) have used local feature representation. In global representation, features are extracted from the whole image while in local representation features are extracted from either, segmented regions, or from a regular grid or points of interest. Local representation is applied to a wide range of CBIR systems and applications to achieve robustness. However a precise image segmentation method that can be applied to general image collections has not yet been found. In the absence of an accurate segmentation approach, a sliding window approach over location and scale has shown to be quite effective (Hiremath and Pujari 2007).

Feature extraction is an important step largely responsible for the performance of CBIR. Colour is one of the most cognitively significant features in an image and it is the simplest and most extensively used feature in image retrieval (Hiremath and Pujari 2007, Mansoori, et al. 2013, Saad, et al. 2011) (notwithstanding human ability to work well with Greyscale images). The texture feature has been used in CBIR systems in different ways (Hiremath and Pujari 2007, Takala et al. 2005, Yuan, et al. 2011), and these feature extraction methods can be classified as statistical, spectral or structural. Texture describes the content of many real world images and provides important characteristics for surface and object identification. Similar to the aforementioned features, shape is also an important feature in CBIR (Hiremath and Pujari 2007, Saad, et al. 2011), especially when dealing with objects that have clear shapes. Shape features are classified as both boundary-based and region-based methods. Different systems use different features and combinations of these features. In this approach BoW approach uses all these extracted image features to generate visual vocabularies.

During the past decade, the BoW approach has achieved popularity in the fields of classification and retrieval in CBIR (Yuan, et al. 2011, Mansoori, et al. 2013) because of its simplicity and good relative performance. It is also suitable for large databases as it scales efficiently to large collections. This approach was introduced by Sivic and Zisserman (Sivic and Zisserman 2003) to the computer vision community and it was inspired by the BoW model in text document retrieval. The visual vocabulary or
visual codebook is formed by clustering image features that are extracted from images in the database. Firstly, similar features are gathered together where each cluster centre stands for a visual word. After that, feature vectors are mapped to those visual words and each image is represented as a histogram of visual words. Spatial information has been introduced to the BoW approach (Lazebnik et al. 2006) to improve the results. However, like the other representations, the BoW approach still requires dealing with high-dimensionality data, which presents scalability challenges.

High dimensional indexing is one of the prevailing challenges in CBIR. Quite a few systems have addressed the problem of high dimensionality features. The well-known techniques used in CBIR include wavelet transform (Elharar et al. 2007), discrete cosine transform (DCT) (Elharar et al. 2007), latent semantic analysis (LSA) (Gorman et al. 2006), principal component analysis (PCA) (Banda et al. 2013), singular value decomposition (SVD) (Banda et al. 2013) and locality sensitive hashing (LSH) (Gorman et al. 2006). They are designed to reduce the dimensionality of feature vectors while maintaining the information in the descriptors as much as possible. Features encoded in a lower dimensional space must contain enough information to usefully distinguish between classes of images and perform well. Random indexing (RI) has been used and has shown great promise as a dimensionality-reduction technique in text retrieval (De Vries et al. 2009, Gorman et al. 2006). Compared to other methodologies RI has low computational cost, lower complexity, competitive accuracy, and most importantly it is an incremental approach (Magnus 2005, De Vries et al. 2009). Reducing the dimensionality of features has a considerable effect on the way that feature vectors are stored and retrieved. The reduced dimensional space provides a compressed representation of the original feature space.

The BoW representation as used in the literature is generally a histogram of visual words (Mansoori, et al. 2013). The BoW approach that is presented in this study is different however, in that it literally considers images as text documents and represents them as sets of visual-words (represented as symbolic tokens). The process developed in this research moves image retrieval further into the text retrieval domain. In the literature different techniques are adapted to reduce the dimensionality of images and this paper introduces RI as a dimensionality reduction technique used in text retrieval, to CBIR.

The objective of this research is to develop a novel CBIR system in order to achieve faster and adequately precise image classification and retrieval. An extended BoW feature representation method is developed, therefore utilizing subdivisions of each image into equally sized non-overlapping tiles to generate a codebook. In order to achieve this objective, RI is applied to the BoW representation of images, introducing a new approach to the definition of image signatures. This BoW representation is also novel in the way that it translates an image into a bag of visual words document. Empirical evaluation is performed on a standard Corel dataset to validate the performance of this method against other independently evaluated methods.

3 Overview of CBIR-ISIG System

Feature extraction plays a major role in CBIR. The extracted features are used to index the images in CBIR. Comparisons of defined techniques indicate that a single feature for image retrieval is not an adequate solution. General images may have some colour images, images with texture, images of objects, and so on. Therefore it is concluded that multiple feature representation for image retrieval is necessary and this study proposes a novel approach that uses a combination of low-level features including colour, texture, shape, and GIST. The main reason for the selection of these descriptors is to address retrieval in a heterogeneous database of images. The following section defines features with the feature descriptors that are critical for accurate retrieval. These particular features are selected because of their reported performance and variation of feature description as described in the literature.

3.1 Colour Feature

Colour plays an important role in image retrieval and has been widely considered in feature extraction in the literature (Liua et al. 2007). There are a number of colour descriptors and the three most popular colour descriptors; the colour histogram, colour moments and colour coherence vector are selected for this study. Colour histograms are efficient and insensitive to small changes in camera view point. Colour histogram was adapted from (Qiu 2002) as it achieved better retrieval results using the YCbCr colour space, providing a closer match with human perception. The process of generating the histogram is as described in (Qiu 2002), and is most comparable to the colour set approach. Colour moments overcome the quantization effects in histograms and gives colour distribution. First order original moment, second order central moment, and third order central moment are calculated. Colour coherence vector (Pass 1996) includes spatial information; it classifies each pixel in a colour bucket as coherent or incoherent. Eight colour components are used in this approach.

3.2 Texture Feature

Notwithstanding the fact that texture is not well defined, it is very helpful to describe real world images. The well-known Gabor wavelet, Wavelet transforms and Edge histogram descriptor are selected as texture descriptors in this study. The Gabor features are widely adapted and have performed well in CBIR and they are also used in this proposed system. In this paper five scales and eight orientations are used. The rotation and scale invariance property is achieved by simple circular shift operation proposed in (Rahman, et al. 2011). Mean and standard deviation of each filter are used as a feature vector. The Wavelets transform provides a good multi resolution tool for texture description and allows the representation of a texture having various spatial resolution. It effectively describes both global and local information. Daubechies wavelets are chosen because they are better for general-purpose images search (Manthalkar, et al. 2003). Here decomposition is done up to three levels and each time the low frequency sub band is decomposed. The mean and standard deviation of each sub band are computed. 2003) is used to achieve the rotation and scale invariance.
The simple operation, proposed in (Manthalkar, et al. property. The Edge histogram descriptor has shown reliable performance and it effectively describes heterogeneous textures (Agarwal, et al. 2013). It captures the spatial distribution of edges and helps to extract different textures using five filters.

### 3.3 Shape Feature

The most common Generic Fourier descriptor and the invariant moments are used for shape description. The Generic Fourier descriptor is a region based method and suitable for general image retrieval. It is translational, rotational, scale invariant and robust to noise and occlusion too (Minaqiang et al. 2008). Four radial frequencies and 15 angular frequencies are used here. Although this is computationally expensive, it generates excellent retrieval performance. The invariant moment is an invariant feature and widely used for shape retrieval task. It gives compact representation on pixel distribution of a shape image. Moments are limited to seven by the calculation that use of higher order moments result in being sensitive to noise thus cause hindrance to accuracy.

### 3.4 GIST

The GIST descriptor describes the spatial envelope of the image and has shown good retrieval performance (Torralba, et al. 2008) in the literature. So the GIST feature used in this approach as well. This system uses code developed for the SUN database (Jianxiong, et al. 2010) where greyscale with eight orientations and three scales are used.

All the above features are adapted in CBIR-ISIG with the aim of improving retrieval performance. MATLAB is used for feature extraction. Each image is partitioned into 9 equal sized sub-images, by dividing each image into 3 by 3 grid. A family of image features, like shape, texture, and colour, characterizes every sub-image. In this research it was intended to provide some degree of spatial invariance through these sub-images. Even though only one signature is generated at the end, it is derived from a combination of sub-image signatures.

Different researchers try to achieve rotation translation scale invariance (RTSI) in different ways. Some low level features already have these properties and adapted existing techniques, but these are still low-level features. Rather than relying exclusively on explicit RTSI features, this proposed approach also relies on the BOW invariance property – sub-images are not indexed by position (in the same manner that the positions of words in text are not used in BoW text indexing.) Underlying features are the basic features like Colour histogram, Wavelet transform, GIST.

It is necessary to adapt the BoW approach used in document retrieval in order to apply it in an analogous way to images. After extracting low level features it is necessary to select an appropriate multidimensional indexing algorithm to index them. Clustering is a promising technique among indexing techniques. It is
first necessary to cluster the image features in order to obtain discrete representation of feature sets. k-means is one of the simplest and best-known unsupervised clustering algorithms that can be easily implemented for feature vocabulary generation.

After extracting features, independent visual vocabularies are generated. In order to achieve this, all the features are clustered, separately into groups where similar feature vectors are placed together. Here the size of the vocabulary is the number of clusters generated and each cluster centre is considered as a visual word in the vocabulary. Then each sub-image and the full image are represented by visual words from these vocabularies through codebook lookup of each raw image feature. The images are represented symbolically, just like text, by using the codebook label of each cluster as a visual word to encode the feature. Other approaches which use BoW to represent images use histogram representation, by counting how many times each word appears in an image. However in our approach an image is regarded as analogous to a document and sub-image is regarded as analogous to a paragraph in a document.

If a BoW representation of a full image is denoted as $Z$, it can be defined as,

$$Z = X_n, a \in \{1, ..., M\}$$

Where $X_n$ is a sub-image representation and $M$ is the number of sub-images in an image;

$$X = \left\{ f_{i, j} c_{j} \right\}, i \in \{1, ..., N\} \text{ and } j \in \{1, ..., K\}.$$

Where $f_i$ is a local feature, $N$ is the number of features used in the system and each feature is given a number, $c_j$ is a cluster number (to which cluster that word belongs) and $K$ is the vocabulary size. Each feature is given a number to denote it within the representation.

Image signatures are generated for sub-images as well as the full image. This is done to significantly reduce the dimensionality of the representation. The descriptors’ dimensionality is important and heavily influences the complexity of the similarity measure in retrieval, and the memory requirements for storing the descriptors. There are several approaches for dimensionality reduction including RI (Magnus 2005), which is an efficient, scalable and incremental approach, based on random projection to avoid the computational cost for matrix factorization (Geva and De Vries 2011). One prime advantage of RI is that it can work directly with symbolic features, for instance, words in documents. RI is used effectively in text retrieval applications to reduce the dimensionality of documents without significant degradation in retrieval quality. RI can produce binary object signatures. The representation of objects as bit vectors lends itself to efficient processing, with low level bitwise operations supported on all conventional processor architectures. Most importantly, RI can be performed incrementally aligning with the new data arrival, as is crucial for online systems. Therefore in our approach RI is used for dimensionality reduction and to create image signatures. This allows the feature vector space to be reduced in dimensionality without expensive factorization such as, for instance latent semantic analysis (LSA) techniques. Seeding a pseudorandom number generator with the feature hash, and then generating a feature signature is used to create pseudo-random sparse ternary feature vector having values from {-1,0,+1}. A common choice with RI is to assign the proportion of vector elements with each value {-1,0,+1} to be respectively 1/6, 2/3 and 1/6.

All feature vectors in an image, of the entire image and of each sub-image, are then summed to produce a single image index vector. The image index vector is then squashed into a binary signature by assigning 1 bits to positive values and 0 bits to negative values. Similar images that share similar features will have similar signatures. Image signatures can then be compared for similarity by taking the bitwise (Hamming) distance between them. This technique can be used as a highly efficient replacement for a cosine similarity calculation in the original feature vector space. This approach uses a signature search-engine for searching. The motivation for using signatures to represent images comes from the fact that computation time quickly becomes a bottleneck when dealing with large databases and signature search engines can retrieve results from web-scale collections in milliseconds (Chappell, et al. 2013). Topsig (Geva and De Vries 2011) which is available in open source, is used to generate and search signatures in our CBIR system. This paper is concerned with identifying the ability of our approach to represent and then find images, rather than the signature matching and searching mechanism itself, so in fact it allows us to use any signature search engine regardless of specifications. Our concern is with how well the signatures would represent the images. The proposed signature based approach was evaluated using a gold standard benchmark i.e. subset of Corel dataset which is described in section 4.

An overview of the proposed CBIR system is depicted in Figure 2.

4 Evaluation

The Wang dataset of 1000 images was used for both evaluation of the system and comparison with the other systems. The Wang dataset of 1000 images is a subset of manually selected images from Corel image database and it was previously used in CBIR as a standard dataset for evaluation purposes; hence, it is convenient to re-use here since it provides a baseline for comparison with other independently developed and tested approaches. It consists of 10 classes with 100 images in each and they are African people, Beaches, Buildings, Buses, Dinosaurs, Elephants, Flowers, Horses, Mountains, and Food. These images are JPEG with the resolution of 384x256 or 256x384.

During the evaluation features are extracted from the query images and represented using nearest cluster centres as in section 3. Then an image signature is generated as described in section 3. Finally the query signature is compared with that of the image database and top k images are retrieved from the database. Hamming distance is used for the similarity measure.

The most common evaluation measure in information retrieval is precision and it is used to evaluate the CBIR-ISIG system. Precision is the fraction of retrieved images that are relevant to the query and it is defined as;
Our approach inherits the scalability of the particular signature search engine which was used here. This signature search engine (Geva and De Vries 2011) was reported to be capable of searching millions of signatures in milliseconds and so our approach can operate at that speed when the same signature size is used. However as this approach inherits the properties of signatures it will improve retrieval speed and reduce the memory size required to store features. But there is a trade-off between efficiency and accuracy. Signature size can be selected according to our need.

Table 1: Average Precision (AP) of each class along with whole dataset with performance in the literature (AP for the top 20 images)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Africans</td>
<td>0.48</td>
<td>0.47</td>
<td>0.48</td>
<td>0.45</td>
<td>0.49</td>
<td>0.50</td>
</tr>
<tr>
<td>Beach</td>
<td>0.33</td>
<td>0.33</td>
<td>0.34</td>
<td>0.35</td>
<td>0.40</td>
<td>0.45</td>
</tr>
<tr>
<td>Building</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.35</td>
<td>0.39</td>
<td>0.33</td>
</tr>
<tr>
<td>Bus</td>
<td>0.36</td>
<td>0.60</td>
<td>0.52</td>
<td>0.60</td>
<td>0.58</td>
<td>0.62</td>
</tr>
<tr>
<td>Dinosaur</td>
<td>0.98</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>Elephant</td>
<td>0.40</td>
<td>0.25</td>
<td>0.40</td>
<td>0.60</td>
<td>0.50</td>
<td>0.44</td>
</tr>
<tr>
<td>Flower</td>
<td>0.40</td>
<td>0.63</td>
<td>0.60</td>
<td>0.65</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Horse</td>
<td>0.72</td>
<td>0.63</td>
<td>0.70</td>
<td>0.70</td>
<td>0.80</td>
<td>0.68</td>
</tr>
<tr>
<td>Mountain</td>
<td>0.34</td>
<td>0.25</td>
<td>0.36</td>
<td>0.40</td>
<td>0.40</td>
<td>0.36</td>
</tr>
<tr>
<td>Food</td>
<td>0.34</td>
<td>0.49</td>
<td>0.46</td>
<td>0.40</td>
<td>0.51</td>
<td>0.41</td>
</tr>
<tr>
<td>Average</td>
<td>0.47</td>
<td>0.49</td>
<td>0.51</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 2: Average Precision (AP) of each class along with whole dataset with performance in the literature (AP for the top 100 images)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Africans</td>
<td>0.23</td>
<td>0.48</td>
<td>0.57</td>
<td>0.90</td>
<td>0.70</td>
<td>0.75</td>
</tr>
<tr>
<td>Beach</td>
<td>0.23</td>
<td>0.34</td>
<td>0.58</td>
<td>0.38</td>
<td>0.28</td>
<td>0.64</td>
</tr>
<tr>
<td>Building</td>
<td>0.23</td>
<td>0.36</td>
<td>0.43</td>
<td>0.72</td>
<td>0.56</td>
<td>0.50</td>
</tr>
<tr>
<td>Bus</td>
<td>0.23</td>
<td>0.61</td>
<td>0.93</td>
<td>0.49</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>Dinosaur</td>
<td>0.23</td>
<td>0.95</td>
<td>0.98</td>
<td>1.00</td>
<td>0.81</td>
<td>1.00</td>
</tr>
<tr>
<td>Elephant</td>
<td>0.23</td>
<td>0.48</td>
<td>0.58</td>
<td>0.39</td>
<td>0.58</td>
<td>0.70</td>
</tr>
<tr>
<td>Flower</td>
<td>0.23</td>
<td>0.61</td>
<td>0.83</td>
<td>0.56</td>
<td>0.55</td>
<td>0.95</td>
</tr>
<tr>
<td>Horse</td>
<td>0.23</td>
<td>0.74</td>
<td>0.68</td>
<td>0.87</td>
<td>0.87</td>
<td>0.94</td>
</tr>
<tr>
<td>Mountain</td>
<td>0.23</td>
<td>0.42</td>
<td>0.46</td>
<td>0.45</td>
<td>0.48</td>
<td>0.58</td>
</tr>
<tr>
<td>Food</td>
<td>0.23</td>
<td>0.50</td>
<td>0.53</td>
<td>0.87</td>
<td>0.66</td>
<td>0.69</td>
</tr>
<tr>
<td>Average</td>
<td>0.23</td>
<td>0.55</td>
<td>0.66</td>
<td>0.66</td>
<td>0.63</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Average Precision $P(c)$ ($1 \leq c \leq 10$) is taken for each class as follows.

$$ P(c) = \frac{1}{N} \sum_{i=1}^{N} p(i) $$

Where $p(i)$ is the average precision of $i$th query image and $N$ is the number of images used for evaluation.

When $N=20$, each class has achieved more than 50% accuracy in the dataset and most of the classes have achieved the highest average precision among the compared systems. When $N=100$ performance of this system is relatively reduced, but still performs well by comparison with other systems. The systems which are compared are represented by year of publication and reference. Maximum average precision values of each class are highlighted Table 1 shows the results of CBIR-ISIG compared with the other systems (average precision for the top 20) and it shows the CBIR-ISIG system generates better results using this approach. They are not statistically significantly better (at 95% significance level), but averages are higher. In addition Table 2 shows the results of CBIR-ISIG compared with other systems (average precision for the top 100). Here total average precision reaches a highest in the CBIR-ISIG system for the top 20 and average performance for the top 100. Bold values show the highest among the compared systems.

References for the compared systems as given below for Table 1 and Table 2.


Figure 3 shows the top 20 images for a given query. The query image is at the top left. (a) sample from flowers class (19 out of 20) and (b) horses class (20 out of 20).
results are respectable. Signature size can be chosen vector in size, but even if use 128 bits (16 bytes) the accommodates around 20% of the real valued feature sufficient to demonstrate improvement. It only applies to 128 bits (16 bytes) the fast enough to support immediate response to the user. trivially parallelised since there is no dependence process is done only once during indexing and can be signatures from the BoW representation. This entire generate a BoW representation, and the cost of generating unique to our system and is incurred by any system that limitations of feature extraction, limited by the complexity of feature extraction, essentially conventional image processing and not by random indexing which consumes negligible amount of time, by comparison. In our computational configuration the average time needed to extract the above features from a 64 by 64 image is 0.1347 seconds, using Windows Core i5, 1.8GHz, and using MATLAB for image processing.

5 Conclusion
This paper presented a novel approach to represent images using image signatures which are derived by applying RI to a BoW representation of images. These image signatures improve the retrieval speed and reduce the requirement of memory for storage. The CBIR-ISIG system shows more than 50% average precision for the top 20 images in each class and achieved 75% average precision which is best among all the compared system against a standard subset of the Corel dataset. The results however are still limited and the approach will be tested with larger datasets in future work. The most obvious applications of this approach are large scale CBIR for heterogeneous collections and near-duplicate detection.

6 Reference

<table>
<thead>
<tr>
<th>Class</th>
<th>Signature Size (in bits)</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
<th>4096</th>
<th>8192</th>
<th>16384</th>
<th>32768</th>
<th>65536</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africans</td>
<td>0.40 0.55 0.64 0.70 0.70 0.73 0.73 0.75 0.75 0.74 0.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beach</td>
<td>0.31 0.47 0.51 0.59 0.61 0.63 0.65 0.64 0.64 0.64 0.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Building</td>
<td>0.35 0.38 0.40 0.40 0.46 0.48 0.47 0.50 0.48 0.48 0.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bus</td>
<td>0.55 0.76 0.77 0.80 0.81 0.84 0.84 0.85 0.84 0.84 0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dinosaur</td>
<td>0.88 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elephant</td>
<td>0.31 0.59 0.57 0.62 0.65 0.69 0.69 0.70 0.70 0.70 0.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flower</td>
<td>0.71 0.90 0.95 0.94 0.94 0.94 0.94 0.95 0.95 0.95 0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horse</td>
<td>0.65 0.83 0.88 0.91 0.91 0.92 0.93 0.94 0.93 0.93 0.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mountain</td>
<td>0.29 0.46 0.40 0.46 0.58 0.53 0.56 0.58 0.58 0.58 0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food</td>
<td>0.32 0.55 0.54 0.64 0.65 0.69 0.68 0.69 0.69 0.69 0.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.477 0.658 0.666 0.706 0.731 0.745 0.749 0.76 0.756 0.755 0.754</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.48 0.66 0.67 0.71 0.73 0.74 0.75 0.76 0.76 0.76 0.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Average Precision (AP) of each class along with whole dataset with different signature size
(AP for the top 20 images)
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Abstract

The quality and diversity of available data sources has a large impact on the potential for sensor networks to support rich applications. The high cost and narrow focus of new sensor network deployments has led to a search for diverse, global data sources to support more varied sensor network applications. Social networks are culturally and geographically diverse, and consist of large amounts of rich data from users. This provides a unique opportunity for existing social networks to be leveraged as data sources. Using social media as a data source poses significant challenges. These include the large volume of available data, the associated difficulty in isolating relevant data sources and the lack of a universal data format for social networks. Integrating social and other data sources for use in sensor networking applications requires a cohesive framework including data sourcing, collection, cleaning, integration, aggregation and querying techniques. While similar frameworks exist, they require long-term collection of all social media data for aggregation, requiring large infrastructure outlays. This paper presents a novel framework which is able to source social data, integrate it into a common format and perform querying operations without the high level of resource requirements of existing solutions. Framework components are fully extensible, allowing for the addition of new data sources as well as the extension of query functionality to support sensor networking applications. This framework provides a consistent, reliable querying interface to existing social media assets for use in sensor networking applications and experiments - without the cost or complexity of establishing new sensor network deployments.

Keywords: data sourcing, data mining, data integration, social media, social data, integration framework, sensor networking, resource preservation

1 Introduction

Sensor networks are a grid of spatially distributed multifunction sensor nodes designed to cooperatively monitor environmental conditions and pass collected data in a collaborative fashion for further analysis. These networks have provided numerous benefits to society since their development, and have previously been deployed in areas to monitor volcano activity, floodplains (Hughes et al. 2008), bushfires and earthquake risk zones (Akylidiz et al. 2002). Human-oriented sensor networks (such as Body Area Networks (Chen et al. 2011)) have also been developed with the aim of providing benefit to individuals through better monitoring of health conditions, as well as epidemic detection for viruses such as influenza (Okada et al. 2009). These systems rely on analysis of data collected by the sensors in order to provide actionable advice, and the majority of these systems have application-specific implementations. There is some repurposing of collected data, but sensor networks for generic use are generally not deployed as acquiring funding without a well-defined scope is difficult.

Sensor networking applications are constrained by available data sources. Supporting new applications often requires deployments of sensor hardware that are able to collect new types of data. This data can then be used in new analytical applications or used to extend and enhance existing applications. Using existing data sources to enhance sensor networking is an attractive prospect, as it does not require the expense of developing, implementing and maintaining a new sensor deployment.

To support the extension of sensor networks in this manner, existing networks capable of providing data must be located. A candidate network should be semantically and structurally similar to sensor networks to allow a smooth application of existing sensor networking techniques to the new data sources, and also support integration with existing sensor networks. It is likely that multiple data sources properly integrated into a cohesive dataset of a standardised format could meet these conditions, as long as the data was procured in a way similar to sensor networks: events are collected from the environment and communicated to a central host.

Social media is an ideal candidate for use as a data source in sensor networking. It is comprised of a number of isolated networks covering much of the global population, providing penetrative reach into diverse communities. It produces very large amounts of variable-quality data with accompanying metadata. When properly filtered and cleaned, it can be a source of good-quality, relevant data for integration into sensor networking applications. Social media also follows similar design patterns to sensor networking, being primarily event-based, and can conceptually be treated much the same way as a traditional sensor network. Social users (nodes) write comments (events) that are transmitted to followers (connections). Additional sensor nodes can
be emulated in a sensor network by injecting social data into the network with appropriate metadata.

The ubiquity of social media within modern society has led to strong userbase growth across all platforms, with 56% of Americans across all age groups now using at least one social network and 96% of those aged between 18-35 (FormulaPR 2011, Edison 2012). Globally, 26% of the population use social media, including 57% of Australians and 46% of Chinese (Singapore 2014). Social media users tend to use different platforms depending on their nationality - Cyworld is estimated to host 50% of the social networking profiles of South Korean users, while Mixi is more popular in Japan and 20% of Orkut’s population is Indian (Vasalou et al. 2010).

Integrating these social networks would provide a truly global, culturally-diverse, rapidly-updated data source for sensor networking.

There is great demand for this social data within the academic and industrial communities. Social studies rely heavily on qualitative results from user-generated content such as surveys, while advertising entities harvest user metadata to more appropriately target advertising. Currently, data for these activities is collected directly from users by either asking for their participation in studies, using web-based tracking technology to monitor their use of the internet. These two forms of data collection have been used in social sensor networks, as participatory (Burke et al. 2006) and opportunistic (Lane et al. 2008) sensing respectively. Problematically, both of these approaches require ongoing software deployments and usage of resources to monitor the environment - potentially dissuading users from continuing participation.

Using social media as a data source for sensor networking presents a number of challenges, from realistic and technical perspectives. Allowing the mass collection of data from users in an easily-queryable format could have unintended consequences, such as the mass-reporting of user locations (Borsboom et al. 2010). Analysis is made more resource-intensive by the high throughput of data posted to social media - Facebook alone collects and warehouses almost half a petabyte of data per day (Ching et al. 2012). Platforms to aggregate social media already exist, such as Datasift (DataSift 2010) and Gnip (Gnip 2008), and provide this service by performing widespread collection of all social media data, requiring substantial storage and processing infrastructure. These platforms are not developed with sensor networking integration in mind, and the event-based behaviour of social nodes is lost during the integration process.

In this paper, we propose a framework which performs data mining, filtering, integration and querying of generic social networks. This framework is designed to integrate with sensor networking systems and analytical tools to allow researchers and industry to leverage user-driven content for the purposes of event-detection, metadata analysis and general user analysis. This is achieved through conflating the concepts of social networks and sensor networks and provides a robust data integration chain with a data querying engine designed to streamline access to desired data. In addition, tools for mining data from social media within a network are detailed and integrated into the framework to provide a more complete picture of each user and their content than merely parsing a single Application Programming Interface (API). The framework provides a simplified query interface to a cohesive data-set made from social media networks, providing researchers and industry with access to a large, global set of user-generated metadata and content.

Section 2 presents a review of literature and previous work completed in the areas of social data mining and opportunistic sensing. Section 3 analyses the use of social media as a data source for sensor networking, as well as the challenges involved in doing so. Section 4 describes a framework designed to alleviate some of these challenges by optimising the data collection process. Section 5 evaluates the data sourcing algorithm ability to discover potential data sources relevant to a given topic. Finally, Section 6 presents some conclusions.

2 Background

The process of collecting data from disparate social networks and integrating it for common use utilises techniques from a broad spectrum of computer science research. Supplying user data as a source for sensor networking is commonly referred to as participatory or opportunistic sensing, where participatory sensing refers to the direct contribution of data from users and opportunistic sensing passively observes users. This section examines the use of both of these methods of data collection from social networks, as well as examining previous applications of social data in analytical studies. Finally, data integration techniques are examined for use in linking collected data across social networks.

2.1 Participatory and Opportunistic Sensing

Sensor networks are typically a spatially-distributed mesh of potentially thousands of sensors, with sensor nodes deployed in a configuration befitting the desired application. Each node cooperates to move collected data back to the sink node - using other nodes as a relay to increase communications range. The sink node then typically has a connection back to more powerful resources for processing the information, though this may also be collected manually. Low-power wireless sensor networks are often used to collect data from the natural environment, the human body, mechanical equipment and many other sources. This data is, in turn, analysed and logged or used to actionable effect - for example, to trigger a warning in the event of an earthquake.

Participatory sensing uses existing mobile devices and users as nodes within a sensor network (Burke et al. 2006) by encouraging users to gather, analyse and share local knowledge in what is commonly referred to as "crowdsourcing" (Kanhere 2011). By treating users as sensor nodes, participatory sensing takes advantage of resources that already exist to extend the reach of sensor networks for a number of purposes, including urban planning and policy development. Smartphones also come with a number of sensors that can be made available for participatory sensor networks, including the important contextual metadata sensors of location and time.

Participatory sensing requires direct and active participation of users, which comes with a number of challenges. One of the key issues with using people as nodes in sensor networks is that they are often less reliable than hardware sensors (Hughes et al. 2014). Users are able to choose whether to provide data on a requested topic, and may choose not to do so. Participatory sensing is named as such for a
reason - without active participation, the system is unable to produce useful outcomes.

Further research in using participatory sensing for urban sensor networks has resulted in the development of several auxiliary approaches. Opportunistic sensing reduces the burden on the user by lessening direct participation - instead relying primarily on the devices the user carries around (Lane et al. 2008). Applications on smartphones can take sensor measurements without bothering the user and pass along to sink nodes over mobile networks. While quality data is still dependent on the user’s presence in an area of interest (Min et al. 2013), the user is no longer required to directly answer queries. Data produced by hardware sensors through opportunistic sensing is objective and is in a standard format (Campbell et al. 2006). Data is potentially of good quality, as it tends not to suffer from errors introduced by human input. Under this approach, collected data is only provided by sensors directly attached to the device, and users cannot be queried for additional information. This use of smartphones in opportunistic sensing is commonly referred to as Mobile CrowdSensing (Ganti et al. 2011).

In order to leverage opportunities provided by both participatory and opportunistic sensing, some architectures combine both techniques (Guo et al. 2014). This allows users to provide data as requested and fill contextual data using opportunistic sensing. Concerns with data quality arising from direct user involvement remain.

A major problem with many implementations of both participatory and opportunistic sensor systems is the requirement of manual application installation by the user. To retrieve data from a smartphone's sensors, an application must be installed that allows the smartphone to operate as a sensor node. These applications are usually neither large nor difficult to install, but even the smallest of hurdles can hamper efforts to leverage users as sensors. These services also consume energy on devices that have limited resources, which may drive some users away. To encourage users to contribute data in an ongoing manner, some kind of compensation is usually required.

To alleviate these issues, sensor middleware suites have been developed (Hachem et al. 2013, Hughes et al. 2009) for smartphones that only require a single installation, even if there are multiple different deployments using the device. These frameworks vastly simplify sensor installation and reconfiguration, further reducing burden on the user.

The framework proposed in this paper aims to use indirect participatory and opportunistic sensing at a higher level by analysing social media. While facing similar data quality challenges to both techniques, we work around user participation by only monitoring existing social media usage. No additional applications need to be installed and no extra resources are consumed by personal devices.

2.2 Social Media

Effectively deriving useful data points from social media is a topic of much discussion, and presents a number of challenges (Maynard et al. 2012). Posts by users on social media are usually free-form - the data comes in no particular standard format, as they often represent part of a stream of consciousness from a user. Additionally, posts are not limited to text and users often share pictures, videos, diagrams or graphs which present unique challenges to data analysis.

The proliferation of social media has driven content and context creation, but has also made it more difficult to locate appropriate data sources (Wandhöfer et al. 2012). Where topics were once discussed in semi-centralised locations such as Usenet, the integration of commenting systems into many different news and blog sites has dispersed information to this point where it is unrealistic to attempt collecting all relevant discussion relating to a topic. Instead, discussion centers can be discovered by tracking the spread of topics across the internet and monitoring the most active communities.

Many existing studies on using social media for event detection tend to focus on a single social network (Li & Cardie 2013, Cameron et al. 2012, Sakaki et al. 2010, Robinson et al. 2013), limiting collection specifically to the demographics represented on the chosen platform. In order to develop a truly global and cross-cultural social media monitoring system, data collection mechanisms should be extensible to any form of online social media, rather than a specific few platforms.

To realise the concept of global generic social sensor networking, a diverse set of data collection and integration techniques need to be utilised. Different social networking platforms operate on different data structures, using different storage engines and producing entirely different output. Even considering this, social media data is conceptually similar across platforms, consisting of a number of common constructs (users, friends, connections, messages, events). Because of this conceptual similarity, it is possible to integrate this data into a single queryable dataset through the use of data collection and integration techniques.

2.3 Generic Collection and Integration

Generically utilising data from different web services requires integration between social media platforms. While programmatic access to web services has vastly improved since the introduction of Web 2.0 paradigms, interoperability and data integration between social networks remains an issue. There is limited interoperability of services provided for the purposes of open authentication, but content sharing is usually limited. There have been some attempts to apply semantic web principles to the problem, including Semantically-Interlinked Online Communities (SIOC) (Breslin et al. 2009) which describes social networks using the Resource Description Framework (RDF) to improve interoperability. While RDF has yet to reach widespread adoption and is unavailable for use with many social media systems, there are data structures and principles in use provide a good platform upon which to base future work.

There are a number of challenges surrounding the matching of social media profiles between networks. The FOAF (Friend-of-a-Friend) Project (Brickley & Miller 2000) attempts to extend Semantic Web efforts to social media by providing a base for user profile matching across networks. It does this by combining names and user metadata (such as location, email addresses or education details) to provide a more substantial set of data to improve accuracy of matches. As with the SIOC project, few social networks actively support such efforts and most do not provide FOAF output for users.
The majority of studies conducted using data collected from social media follow a reasonably similar pattern: they conduct initial or operational searches of a social network, save or export returned data in a simple format, and perform analysis (online or offline) to determine answers to a particular query. While this process is reasonably generic, there have been no attempts to develop a querying engine for social media analysis. Query engines have been developed for a range of other purposes (Khoury et al. 2010, Madden et al. 2005) with the intention of providing a standard querying interface and abstraction layer on top of complex datasets. The development of a query engine that can genericise collection and analysis over multiple social media platforms without requiring large infrastructure outlays would be a useful addition to social media research.

2.4 Integration of Social Data

Data integration can be a complex process, depending on the complexity, relevancy and size of the converging datasets. Numerous techniques exist to handle the process of querying integrated datasets designed with different operating requirements. Some techniques require the offline processing and storage of data for later querying, while others can handle-queries in real-time by inferring the goal of the query and transforming appropriate data as required.

Extract-Transform-Load (ETL) systems are commonly used in data warehousing, where data is initially cleaned and transformed for storage and later use (Vassiliadis 2009). Due to the extensive processing that data undergoes in order to be in a clean state with unified schema, this process is generally not real-time, and may result in data freshness issues. This approach is therefore only useful for use in delayed queries, and its use with social media would exclude any real-time sensing or systems that require a timely response.

There are also processing systems such as Google Cloud DataFlow (Perry 2014) that would be appropriate for the task of integrating large social datasets. BigQuery (Sato 2012) can be used to support a platform providing a queryable interface to real-time integration of social streams that can be use in decision support systems, providing actionable insights.

Some attempts have previously been made to support interoperability between social networks, particularly the Semantically-Interlinked Online Communities (SIOC) project (Breslin et al. 2009). The SIOC project uses the Resource Description Framework specification to integrate some elements of social networks, particularly the association of user profiles over different networks. SIOC exporters have been developed for a limited number of social networks.

Commercial services such as Datasift (DataSift 2010) and Gnip (Gnip 2008) perform integration and long-term storage of social data. The integrated data is then presented to applications through a query API, which is often used by companies to monitor their online social profiles. This allows for rapid response to user complaints directed at social followers (rather than the company itself, through a complaints procedure). The integration process of these systems does not consider the event-based behaviour of social nodes, and are generally unsuitable for use in extending sensor networking. Ongoing access costs can also be a constraining factor for applications intending to use social data, and independently deploying such a system requires a level of processing and storage infrastructure that would be considered infeasible for most projects.

3 Social Media as a Data Source

Social media is comprised of a number of isolated networks covering much of the global population. They are primarily used for facilitating communications between people over the internet, social networks have also been used to gauge user response to advertising (Taylor et al. 2011) and also as transmission mediums for sensor networks. Potential sensor networking applications rely on available data sources, and the penetrative reach of social media into global communities and vast amount of data posted provides an ideal data source for this purpose. Properly prepared, social data is suited for further analysis, particularly for detecting cross-cultural events or insights. Using social media as a data source for sensor networking is not a trivial task. There are significant challenges facing any platform aiming to facilitate this dataflow.

To use social media in this way requires the integration of disparate social networking platforms. There have been attempts to ease the bidirectional migration of data on social networking platforms, as noted in Section 2.3, but these have generally had little industry support. Most networks have an interest in “locking-in” customers, to dissuade them from migrating between networks and losing associated advertising revenue. Easing data integration processes would also accelerate migration between competing networks, so efforts to standardise export formats are unlikely to ever receive industry co-operation. Therefore, new techniques supporting inter-network social data integration need to be developed in order to facilitate the integration of social media into sensor networking.

To enable the use of social media as a data source for sensor networking, a framework supporting this goal must be developed. This framework is made from a number of processes designed to take heterogeneous data sources, integrate them into a common schema, provide generic querying functionality and present appropriate output for further analysis or integration into sensor networks. This framework must address a number of key challenges:

1. Collecting data from all available sources for use in sensor networks can be infeasible due to the sheer amount of data being produced. To query social media data in an efficient manner while retaining the ability to query as much relevant data as possible, some way of reducing the incoming flow of data to exclude irrelevant sources is required.

2. To use social media as a sensor, sourced data needs to be retrieved. Retrieving social media data can be straightforward if an API is provided, or require manual scraping if key information is not provided by the API.

3. Social media data is noisy because it is almost entirely user-generated and doesn’t adhere to a standard structure or format. This data requires extensive cleaning to remove spam and bring low-quality content up to a usable standard (Agichtein et al. 2008). Without
Performing this cleaning, using the data in automated applications becomes significantly more difficult.

4. In order to present the collected data in a format that can be integrated with sensor networking applications, there must be a way comparing diverse datasets. Without a method of mediating schematic differences between data sources, every application would require manual mapping of data structures.

5. The execution of queries over datasets as large as those that social media provide can be challenging, due to resource constraints and missing values. Sensor networks also deal with data in many different ways and can require extensive pre-processing and aggregation to be performed prior to use.

6. Some sensor networking applications can integrate data in simple formats such as JSON, but others require more complex techniques (such as event injection) to emulate social nodes as sensor nodes.

In order to properly define steps in the social data integration process, each of these challenges is represented by a key area of functionality, respectively: Sourcing, Collection, Cleaning, Integration, Querying and Presentation. Once a solution for each of these challenges has been identified, they can be joined into a unified process supporting the integration of social media and sensor networking. These challenges are described more fully in the sections below.

3.1 Sourcing

One of the most simple optimisation steps in large-scale data processing applications is to filter incoming data, resulting in reduced processing for each successive step in the integration process. As social media has an extremely broad scope, relevant data sources must be located in order to efficiently leverage social data in sensor networking applications. Without this initial filtering process, much of the social data processed may be completely irrelevant to the application. As this data must undergo cleaning, integration, storage and querying, early filtering can result in significant resource savings. Hence, the process of finding quality data sources is very important.

Sourcing involves locating social data streams that provide data relevant to the intended application. On the internet, many of these sources can provide access to historical or real-time data streams. Both of these types of data can be useful to extend or enhance sensor networking applications. Real-time data can actively replace or enhance sensor nodes with additional data sources, while historical data can provide longitudinal context. Data sources can also be normal rich-text web pages that can require substantial parsing and cleaning before use.

Most of these data sources also provide access to further sources. Social media posts often contain hyperlinks to static web content, and also contain metatags (such as usernames and hashtags). Static content is often interlinked, with most websites providing hyperlinks to other relevant material on associated sites.

Figure 1 presents the process by which sourcing occurs. The query specifies relevant keywords, which can be expanded upon by use of predefined databases and appended to by examining oft-used keywords on strongly-relevant search results. These keywords are used to query known search APIs, returning a list of locations that potentially contain results. The exact method used for data access and searching can vary for each system, as each platform provides differing methods of accessing and filtering data. Some examples of different methods are:

Facebook Using the API, search for public posts with related search terms, popular news feeds and other items of interest. Additionally collect comment authors.

Twitter Using the API, search for public tweets containing related keywords. Additionally collect information about replies to tweets, and also examine hashtags commonly appearing within the initial set.

Blogs Using Google’s Search API, search for public blog posts containing relevant keywords, including author information and comments. Additionally collect relevant results from commenters’ own blogs.

Forums Using manual page scraping and authentication for forum software such as VBulletin and phpBB, search for forums containing threads relevant to our query.

Upon completion of this initial phase, a list of relevant places to look for information relating to this single query has been collected. Not all data present within these sources is useful, and some may be completely irrelevant. By selecting a fairly wide sub-set of available data, we have already limited the initial collection to a feasible scope, allowing for more accurate filtering later. This optimisation can potentially exclude obscure results, but this is a necessary trade-off.

3.2 Collection

To use data from identified sources in applications, data must be collected. There are three main approaches to data collection: the use of Application
Using APIs to collect data involves sending a specifically-constructed request to a provided server. This request contains a number of parameters used to focus the scope and range of data returned by the API. The requested data is then returned to the requester in a well-defined format. Some APIs provide a limited view of data available to the source, requiring the requester to follow-up with an ad-hoc request for more data. These initial API requests often lead to further queries for related data (such as collecting user profile data for users that have posted in a comment thread).

Data can be collected from real-time streams by requesting stream access from a source server. The source server then pushes a constant stream of real-time data towards the requester, in what is often called a “firehose” stream. This data is presented in a well-defined format that can be mapped to an appropriate data schema. Many firehose streams consist of all available real-time data being produced by the source. The amount of data provided by this real-time stream can be problematic for systems operating with restricted bandwidth, processing or storage resources, and can easily overwhelm low-resource systems.

Ad-hoc parsing or scraping of data can be used for data sources that have no defined format and do not provide an API or formatted data stream. This usually requires the manual development of parsing algorithms tailored to specific sources. Automated parsing algorithms can also be used, to varying levels of success. Ad-hoc scraping can also be used to enhance data provided by APIs, where data is missing or deliberately restricted from API access.

Figure 2 illustrates an example structure for handling data collection across multiple source types and authentication methods. For many sources, collection can occur through accessing a network-provided API, such as Facebook or Twitter’s APIs. Many APIs operate on similar authentication standards (such as OAuth (Hardt 2012), depicted), requiring minimal work to write wrappers for a generic scraping engine even across a wide variety of different sources. Other sources require collection through page-scraping, a more resource-intensive process that involves writing parsers for source pages and handling page authentication in a customised manner. While API access is generally less resource-intensive and requires less development work than scraping, scraping can potentially provide more data.

There are a number of available data integration techniques supporting this goal, including those discussed in Section 2.4. The integration process can be operated by predefined mappings that provide the ability to query data over a mediated schema, in which all sources can be treated in a generic manner. To use this data set in sensor networking applications, collected data must be integrated.

There can also be structural problems with social data depending on its age and nature. Legacy data has often undergone repeated format and schema shifts, so data from these sources can require extensive cleaning. Modern sources adhere to stricter standards and usually require less cleaning.

The method of collection can determine the extent of data cleaning necessary. API-provided results are usually retrieved from the database and output without presentation, and therefore adhere to internal database quality standards. Data returned from ad-hoc scrapers can require extensive cleaning, including removal of undesirable elements such as HTML tags and extraneous characters.

It is at this point that cleaning data for privacy reasons may be handled. Anonymisation of users can be performed during the cleaning process to ensure user privacy for applications that do not require identifying information to be stored.

3.4 Integration

Data from different social sources are collected using their original schemas. Attempting to query data across these many schemas can be difficult without proper data integration, as it requires the query engine to specifically deal with many different data formats and sources. Data integration provides the ability to query data over a mediated schema, in which all sources can be treated in a generic manner. To use this data set in sensor networking applications, collected data must be integrated.

There are a number of available data integration techniques supporting this goal, including those discussed in Section 2.4. The integration process can be operated by predefined mappings that provide the ability to query data over a mediated schema, in which all sources can be treated in a generic manner.
These mappings can be applied to data in a number of different ways, depending on the database engine used. Data mappings to relational designs can store the integrated data in relational database management systems, while there are also options for NoSQL, key:value and tuple stores. Each provides the ability to perform a different form of integration, so any integration design process should also take the choice of query engine into account.

3.5 Querying

To provide only relevant and desirable data to sensor networking applications, there must be a method of restricting, aggregating and analysing integrated data. Analysis performed may require results aggregated by categorical variables, and this can be handled using querying. Querying is an important part of data analysis, and is readily available in all database systems.

As the integrated data is loaded into a relational database management system with a unified schema, query processing and optimisation is greatly simplified. Additional operators and aggregate functions can be added to the query syntax to allow for the sourcing and collection mechanisms detailed in 3.1 and 3.2 respectively, including the ability to filter by Site and restrict potential data sources by keyword. Queries can be provided in both SQL-like syntax or to a RESTful API, using JSON or XML.

The utility of integrating social data into sensor networking applications ultimately hinges on the ability to adequately query the data. Other systems designed to integrate diverse data sources into applications place significant emphasis on their querying engines. Software projects such as Google’s BigQuery and Facebook’s Presto were designed specifically to query large-scale sets of data in real-time. Querying social data therefore needs to be efficient in order to provide real-time results to sensor networking applications.

3.6 Presentation

Effective data presentation is required in order to use integrated data in sensor networking applications. Applications often handle different input data formats, such as XML, JSON or event packets. Presenting the data in this format for integration should be handled in such a way as to be compatible with any application.

Presentation can be delegated to client applications, with the querying engine only providing result data in a variety of text-based formats such as JSON and XML. This data can then be provided for import into other systems or directly analysed for use in graphical applications. For use with automated systems, queries can be designed to provide simplified output to directly trigger actions or provide detailed output for further use in Decision Support Systems.

Direct integration is more involved but allows for social nodes to be used directly in sensor networking applications. This works by developing output formatters that exist within those networks and rebroadcast data in the format required, often event packets. This allows social data nodes (users) to directly act as nodes within the sensor network.

4 A Framework for Supporting Social Media as a Data Source

In order to support the integration of generic social media data into sensor networking applications, the functional components described in Section 3 are implemented in a streamlined data processing framework. This framework encapsulates all necessary operations from initial data request to sourcing, collection, cleaning, integration, querying and presentation of returned results. For ease of presentation, the framework architecture is presented in multiple views.

Figure 3: The process of finding new data sources

Figure 3 presents the workflow for sourcing and collection. In this stage, the framework takes the initial query and expands upon the specified keywords in an iterative process. Potential sources are taken from historical data and queried for relevance, and commonly-recuring users and keywords are crawled to discover additional relevant sources. A wide range of sources are discovered, analysed and discarded during this process to ensure adequate data coverage of relevant sources.

Sourcing is a two-step process. Using an initial set of keywords, the Sourcers locate sources and use content from these sources to expand and reinforce the keyword lists, as well as isolating relevant metatags (such as URLs or usernames). In the second step, the metatags are put back through the Sourcers to locate additional sources and further reinforce keyword and source lists. Each additional iteration of this process serves to further strengthen the keyword and source list, effectively using machine learning to focus the search space.

Sourcing can be performed in two modes. The first is a narrow search that attempts to find the most relevant sources while being hesitant to expand the search space. The second is a much broader search that uses all available content to train the keyword set and broaden the search space, finding potentially-relevant sources over a much larger area. Narrow searches are designed to find the most relevant sources quickly, while the broad search can find distantly relevant sources but additional resource requirements.
For organisational reasons, the sourcing components are integrated with the collection components. Functionality is shared between these two processes, with some content collection required to assess relevance of sources (and complete collection required during the collection phase).

The sourcing and collection software processes can be distributed across multiple resources, only requiring synchronisation to finalise the completed source list and return the completed collection results. Individual site wrappers may also be distributed, which can be particularly desirable in the instance of micromanaging API throttle limits that tend to differ between platforms. Distribution of these processes provides significant performance boosts in the sourcing, collection and filtering phases.

Relevant sources are cached for two purposes. The first is to expedite the sourcing process for repeated similar queries and reduce overhead and external API usage, which associates sources with particular keyword sets. The second is to identify rich-text websites that contain a large amount of useful data or pages. By keeping track of which sites are providing useful data sets, candidates for further wrapper development can be identified.

The framework wraps around a Relational DataBase Management System (RDBMS), as shown in Figure 4. This wrapping occurs in multiple directions by allowing modified incoming queries, automating data collection, extending available aggregate and filtering functions and also providing for formatted output. For simplification, Figure 4 does not show processes relating to sourcing and first-pass filtering, which are instead shown in Figure 3.

After determining a source list, the framework scrapes information from sources using collectors. The collectors are either source-specific wrappers or generic web scrapers that can collect varying amounts of information from sources. Source-specific wrappers (e.g. Facebook or Twitter) return data in a standard format that can be easily integrated, while the generic scraper returns data that may be low-quality or require cleaning, as discussed in Section 3.3. This cleaning process can require further related data to be requested from sources.

The integration component takes cleaned data and integrates it into the mediated schema, as shown in Figure 5. Once complete, the data is fit to be inserted into an RDBMS using a pre-defined schema. This schema was developed using both the Semantically-Interlinked Online Communities (Breslin et al. 2009) and Friend-of-a-Friend (Brickley & Miller 2000) projects as inspiration, allowing for simple output to common semantic web formats while still retaining a high standard of performance over large datasets. The schema has been modified to work within an RDBMS, which retaining as much flexibility as possible.

Figure 5 presents the internal data model used to store integrated web data. Designed for use with relational database management systems, the model supports enough expression to adequately cover most social network and social page examples. Not all aspects of the model are utilised by every network, and some networks use certain models differently: while Twitter and Facebook can use the Tag model to represent hashtags and other metadata, blogs can use the same model to represent word tags as part of the word clouds used in most blogs.

Some model entities in Figure 5 see significant reuse due to their generic nature. Blog posts, comments, tweets, statuses and forum posts are all conceptually similar, generally consisting of a limited attribute set: title, date (posted/created), author (and other user details), content and a set of replies, along with other assorted metadata. A simple Post entity (related to Accounts to provide author and commenter data) can satisfy all of these requirements, including any comments or replies by using an adjacency relationship.

Queries submitted to the framework are translated before being passed through to the RDBMS, as there are extensions made in order to support sourcing and presentation and the original queries are not SQL. Custom second-pass filters and aggregators can be called directly, assuming the RDBMS supports user-created functions. Using the filters in this way also allows the system to cache and optimise queries natively where possible.
without requiring extensions to the database engine. Once the query has been completed, the data can be formatted by presenters. These presenters can be in the form of a RESTful Web API that outputs JSON, XML or graphed images, or can alternatively be integrated into sensor networking systems through use of custom event generators. Normally, presentation is handled at an application-level and is inappropriate for inclusion, but the platform effectively wraps the RDBMS and provides this functionality to enable simple access to the data. Accessing RDBMSs without an interface layer raises the barrier to entry for users, requiring direct console access and usually provides data in awkwardly-formatted text.

5 Evaluation

One of the prominent and novel advantages of the proposed framework over existing approaches is the use of on-demand social data sourcing. Effective data analytics relies on the presence of quality data sources, so this is an important goal. The evaluation provided therefore emphasises data sourcing, and examines the relevance and quality of data sources discovered.

5.1 Experimental Setup

A proof of concept experiment for the sourcing algorithm was implemented in Python 3.4, taking advantage of the Natural Language Toolkit (Bird et al. 2009) library for text mining. The sourcing algorithm was executed on an Amazon EC2 m3.medium instance, and individual experiments were conducted in a single run to ensure that the available social data did not dramatically change between runs.

Sourcers were implemented for Twitter and Google Custom Search, as well as a generic web scraper used to further build keyword lists from sources. Both services are subject to API throttling limits, and these limits are taken into account during the sourcing process.

The process for each experiment consists of a series of iterations. A single iteration consists of the following steps (subject to configuration values):

1. Search Sourcers using initial seed keyword
2. Generate target source list
3. Retrieve content from list of sources
4. Mine content for commonly-occurring keywords and metatags (URLs, Usernames, Emails)
5. Further add to source and keyword lists
6. If [broad_search]: Search Sourcers using metatag lists (ie. Twitter users) and add to sources
7. Iterate using expanded keyword set

There are a number of possible configuration options for each experiment, which are explained below:

broad_search Whether the sourcing algorithm should also take sources from collected content
max_search_results The number of results to return from a Sourcer search (important to avoid API throttling)

The broad search algorithm also collects special metatags from content, such as usernames and hashtags on Twitter, and email addresses or URLs in static content. These metatags are then used to broaden the search scope, discovering additional search vectors and providing a significantly higher number of data sources while being subject to much higher noise levels. These searches are examined in the next section.

5.2 Relevance

The relevance of discovered data sources is an important metric in evaluating the usefulness of this sourcing algorithm. In order to evaluate this, the algorithm was given a broad seed keyword ("Australian politics") and let to run over multiple iterations, with an upper limit on the number of search results returned from each API of 250 for Twitter and 50 for Google. The source list was exported to a comma-separated value file and each source was manually evaluated for relevance to the topic. The algorithm was then executed twice: once as a normal search, and once with the additional broad searching options enabled.

We define sources as relevant based on a number of factors: whether the source provides data related to the queried topic, the ability of the source to provide ongoing data and other sources, and the quality of data provided and its ability to be used in queries. If a source satisfies these criteria, it is considered relevant. All other sources, including those recorded as a result of algorithmic mishaps (such as misparsed hyperlinks and advertising servers), are deemed as irrelevant. Relevance is therefore a boolean result.

As to be expected, the most relevant sources are quickly and easily found by a normal search with a low percentage of irrelevant results in the first sourcing iteration, as seen in Figure 6a. The broad search finds a higher number of relevant sources, but with a significantly higher number of irrelevant sources, shown in Figure 6b. In both instances, these sources are expanded and new keywords are derived, and additional relevant sources continue to be found at a lessening rate.

After the first two iterations, new sources continue to be found at a relatively linear rate. The relevance of discovered sources decline steadily relative to the total after the second iteration, but still maintain an acceptable rate of discovery. Figure 7b shows a steep increase in irrelevant sources during the fourth iteration, as the search space expands out beyond any semblance of relevance. The broad search maintains a much more even percentage of relevant results over the search space.

5.3 Keywords

The search keywords (initially seeded as "Australian politics") are expanded based on discovered content and the most relevant keywords float to the top of the list. The first iteration of both searches immediately expand the keyword set to contain mostly relevant keywords, as seen in Table 8a. Successive iterations narrow the search space down to a specific set of topics that quite accurately frame Australian politics. Interestingly, the broad search (which relies more heavily on page content rather than Twitter) contains a higher number of historical keywords, seen in Table 8b. A number of these keywords from a broad search relate to the government as of 2013, whereas those from the
normal search in Table 8a relate more to the current state of Australian politics, circa 2014.

The difference in keyword sets between the search types also affects the relevancy of discovered sources after successive iterations. The iterative improvement of the search space during broad searchers potentially explains why even the third and fourth iterations of searching still contain a relatively high percentage of relevant results, as seen in Figure 7b. The normal search relies on a much smaller set of newer content from which to derive keywords, resulting in a lower discovery rate of historical data sources.

5.4 Signal-to-Noise

The signal-to-noise ratio of each search type was also examined, relative to the total number of sources discovered. A normal search discovers relevant data sources at a ratio of over 7:1 during the first iteration (Figure 9a), but immediately drops to a very low success rate in successive iterations. By comparison, the broader search starts with a much lower success rate of approximately 2.5:1 (Figure 9b), but maintains a steadier ratio well into later iterations, providing a more steady flow of new relevant sources. As explained in Section 5.3, this is likely due to the broader search touching on a larger source of historical data sources due to differences in keyword selection.

5.5 Analysis

The results of the sourcing algorithm indicate that the search methods (normal and broad) operate along different parameters. Normal searches rely more heavily on new data provided by sources such as Twitter, while the broad searches derive keywords primarily from older data sources such as newsfeeds and articles. As a result, the training of keyword sets tend toward two different trends: modern and historical, but could also indicate a disconnect in discussion between traditional media and social media. Both of these search types are useful, depending on the desired application. Overall, both search types provided a significant number of relevant data sources and ultimately achieved their goal - to optimise the collection of social media data.

There are a number of improvements that could be made to the sourcing algorithm. One would be to increase the use of training to include potential sources, preferring those new sources that had multiple existing links to discovered sources. A second involves a combination of both approaches, using historical keywords to search social media sources and modern keywords to search historical data sources.

6 Conclusion

This paper presents a framework that supports the sourcing, collection, cleaning, integration and presentation of social data for experiments and applications. The output provided by the framework can be used to drive generic sensor networking and other social analytic applications without requiring the significant hardware infrastructure investment used to store social data for later querying. This allows for the use of social media as a data source for generic sensor networking applications, without
requiring new hardware deployments. The integration of disparate social and static media platforms also supports cross-cultural and cross-platform experimentation and analysis without requiring extensive user knowledge or experience.

This work also evaluates the use of a novel new data sourcing algorithm, designed to optimise the task of collecting relevant data for use in the framework. Two different approaches to sourcing are evaluated, with relevant data sources identified. A narrow search approach is found to discover relevant social media sources, while a broader search is more adept at discovering historical data sources. As the framework is designed to operate over both new and historical data, both approaches are useful.

As future work, improvements to the sourcing algorithm are recommended to extend its effectiveness to new and historical data sources simultaneously, providing the most relevant data sources possible for use in data analysis and applications.
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Abstract

Quality of data in Wireless Sensor Networks (WSNs) is one of the major concerns for many applications. The data quality may drop due to various reasons including the existence of missing values and incorrect values (also known as noisy or corrupt values) that can be caused by factors such as interference and machine malfunctioning. A drop in data quality may seriously impact the performance of decision support systems. Thus, it is crucial to clean the data before using them. In this paper we analyze the impact of missing values in a WSN data set (which is collected using a Voronoi diagram based network architecture) for the data mining tasks such as classification and knowledge discovery. While the quality of the data mining output (classification accuracy) suffers from the existence of the missing values this study shows an improvement when the missing values are imputed through our data cleansing scheme. The proposed scheme uses a corrupt data detection technique and a missing value imputation method for cleaning the data being collected from the sensor nodes. Our empirical analysis indicates the effectiveness of the proposed approach.

Keywords: WSN; data integrity; data cleansing; mobile data collector; Voronoi diagram

1 Introduction

The Wireless Sensor Network (WSN) has a wide range of applications in both military and civilian operations and therefore attracted huge attention. The WSNs are usually implemented in unattended and often hostile environment such as military and homeland security operations (Karlof & Wagner 2003, Douceur 2002, Newsome et al. 2004, Ye et al. 2005, Zhu, Setia, Jajodia & Ning 2004, Xiao et al. 2006, Mamun 2011). Various studies on WSN show that it is possible for an attacker to spread malicious code over the whole network by exploiting different mechanisms of sensor nodes without physical contact (Giannetsos et al. 2006, Zhu, Setia, Jajodia & Ning 2004, Xiao et al. 2005, Mamun 2011). This may disturb the data collection process from the sensor nodes and introduce incorrect and missing data.

Another type of error in sensor data takes place when sensors’ energy levels are fading away (Ni et al. 2009). Usually, sensors are deployed in remote and unattended areas, and thus it is impractical to change the batteries of the sensor nodes. Sometimes sensors (such as automatic weather stations (Khan et al. 2012)) use solar energy to recharge their battery. A long night followed by a cloudy day can cause a sensor to have a flat battery. The sensing capabilities reduce with the deterioration of the energy level. In this circumstance, sensor data produced by those sensors can be erroneous or even completely missing. Erroneous or missing data can also be produced because of interferences and malfunctions.

The existence of missing values in a data set can seriously impact the performance of decision support systems. In order to explain it better, we empirically test the impact of the existence of missing values on the Intel Lab data set that is publicly available in the Intel Berkeley Research lab (IBRL-Web [online available: http://db.lcs.mit.edu/labdata/labdata.html] 2014). We artificially create missing values in the data set and then calculate the classification accuracy by applying the C4.5 classifier (Quinlan 1996) on the original data set and the data set having missing values. In this empirical test, 10% of the total attribute values are considered to be missing in the data set with missing values. The procedures of creating missing values and calculating classification accuracy are presented in details in Section 4. The classification accuracy on the data set without missing values and the data set with missing values are presented in Figure 1. We can see from the figure that the classification accuracy drops significantly on the data set with missing values. This suggests that there is a need to clean the erroneous sensor data set obtained from a WSN.

Figure 1: The classification accuracies of C4.5 classifiers on the data sets without missing values and with missing values.

The traditional approach for data cleansing requires manual review of the data where a domain expert reviews the collected data looking for outliers and unusual events. Data cleansing using traditional methods can be slow, expensive and tedious. Often the manual review of collected data can take several months delaying the release of the
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collected data. Moreover, it may not be able to scale up when a large amount of data is collected (Dereszynski & Dietterich 2007). Therefore, it is crucial to automate the data cleansing process.

Automatic data cleansing is an active research area. A method was proposed by Dereszynski and Dietterich to clean sensor data automatically (Dereszynski & Dietterich 2007). It first uses the long-term historical records of a single sensor and thereby derive a probabilistic model of the sensor’s behavior over time. Next, the quality of future readings by the sensor are assessed by computing their likelihood given the model. Based on the assessment of the future readings the state of the sensor is evaluated as either good or bad. If a state of a sensor is evaluated as bad then the method ignores the data produced by the sensor during the state. Instead the method then predicts the data based on the model and considers the predicted data for analysis. However, the method accepts the sensor data if the state of the sensor is evaluated to be good.

The performance of the method (Dereszynski & Dietterich 2007) heavily depends on the probabilistic model which is built from the historical data of a single sensor of interest. In a sensor network typically there are a number sensors surrounding a sensor. The data produced by the surrounding sensors could be used to make the model more complete. The surrounding sensors that monitor neighboring and overlapping areas often provide redundant data. This redundancy can be exploited to learn the interdependencies of the sensors which in turn can lead to more accurate predictions without requiring long-term historical records (Ramirez 2011).

Multiple sensors are used by a cleansing method (Ramirez 2011) which predicts/assesses the data of a given sensor by considering the sensed data from a number of surrounding sensors. Due to the computational expense of the method it is applied as a post-processing step instead of an on-line monitoring step. Three learning algorithms namely artificial neural network (ANN), k-nearest neighbors (KNN), and locally weighted regression (LWR) are used for the prediction of sensor data. A sensor reading/datum is then compared with the predicted datum in order to compute the likelihood of the sensor reading being erroneous. If a sensor reading is considered to be erroneous then it is replaced by a new value which is estimated based on the predicted value and the actual sensed value.

The learning algorithms used in the method have some limitations. For example, the ANN algorithm generally takes a long training time. LWR needs to deal with the whole training data set every time it processes a new instance.

A possible problem in using historical data for the identification of corrupt values and imputation of missing values can be the dissimilarity between the current and historical data in terms of their patterns. Therefore, some data cleansing techniques (Rahman & Islam 2014, 2011, 2013a,b, Cheng et al. 2012, Rahman et al. 2012) first find the groups/clusters of similar data. Then they clean a datum by using the properties of the data that are similar to the datum value being cleaned.

There are some offline cleaning methods (Mayfield et al. 2010) that are used in a pre-processing step of sensor data analyses. Often the collected data are analyzed through various statistical and data mining techniques for knowledge discovery and future prediction. Therefore, it is common to prepare a static data set and then analyze the data set offline.

In this paper we first examine the impact of missing values in a WSN data set on the data analysis using a classifier. We find that the classification accuracy drops when there are missing values in a WSN data set (see Figure 1). We then present a data cleansing scheme where we first identify incorrect data. The identified incorrect data are then artificially considered to be missing. Finally, these artificial missing values along with any other natural missing values that exist in the data set are imputed.

An advantage of the proposed scheme is the use of the data collected from neighboring sensors within a close time period. Therefore, due to the similarity of the geographic locations of the sensors and the time period when the data are collected the data are expected to be similar to each other. This similarity of the data supports the corrupt data detection and missing value imputation techniques to achieve better results.

Our empirical analysis indicates that the classification accuracy improves when a classifier is built on the data set where missing values are imputed (see Figure 5). Additionally we present detailed experimental results indicating successful corrupt data detection and missing value imputation in a WSN data set. The best noise detection performance achieved in our experimentation on the Intel Lab data set is a detection of as high as 42.7% of the total incorrect values (i.e. 42.7% Error Recall) with 83% Error Precision (see Table 2). Similarly, we achieve 91.7% of the best possible imputation performance (see Table 4).

The remainder of the paper is organized as follows. We present the network architecture model for the proposed data cleansing approach in Section 2. Section 3 presents our data cleansing scheme in Section 4 we describe the experimental setup and present the simulation results. Finally in Section 5, we present the conclusion of the study.

2 Network Architecture Model

The proposed data cleansing approach can be deployed over all hierarchical networks such as cluster based, tree based and chain oriented network. We in this study consider the chain oriented topology where multiple chains can be constructed. All the chains are restricted to Voronoi cells (Mamun 2013, Mamun et al. 2013). Additionally mobile data collectors (MDC) are used to collect data from the deployed sensor nodes (Mamun 2011).

Figure 2 presents the architectural model of the chain oriented topology. The leader nodes are presented using the dots that collect data from the sensor nodes within a Voronoi cell that the leader node represents. The leader nodes then send the data to the mobile data collectors (MDCs) when the MDCs visit the polling points. The MDCs visit the polling points regularly.

Various approaches in the literature (Mamun 2011) extend the data gathering scheme for large scaled wireless sensor networks where they use multiple MDCs and the spatial division multiple access (SDMA) technique. Figure 2 shows an example where two MDCs simultaneously travel within the network in order to collect data from the leaders.

Since the Base Station (BS) is generally situated outside the sensing field the long distant sensor nodes are likely to deplete energy much faster than some short distant nodes if the long distant sensor nodes were transmitting data directly to the BS (Zhao & Yang 2012a, Chen et al. 2011, Zhao & Yang 2012b). Therefore, some recent studies (Liang et al. 2013, Zhang & Chen 2011, Fei et al. 2011) proposed the use of mobile devices (sink mobility) for the data gathering purpose. The mobile data collection devices can prolong the network lifetime to a great extent by supporting a balance energy consumption among sensor nodes (Zhi et al. 2010, Ma & Yang 2008). Therefore, we utilize multiple MDCs and use the spatial division multiple access (SDMA) technique (Mamun 2011) by dividing the sensing field into a number of non-overlapping regions. Each region is taken care of by using an MDC.

An MDC gathers data from the leaders in a region by traversing through the region. A Voronoi diagram is con-
structured with respect to the leader nodes in order to determine the traversal paths of the MDCs. Each MDC is equipped with two antennas in order to allow it to take advantage of the SDMA technique for collecting data from two distinct compatible leader nodes in the same region concurrently. This can reduce the data collection time allowing an MDC to travel to a region more frequently.

We consider a number of polling points (presented in Figure 2 as a dot within a circle) where an MDC stops to collect data from the leader nodes. Polling points are supposed to be in the middle of the leader nodes in a region so that an MDC can take the full advantage of the SDMA technique. An MDC can decode the multiplexing signals concurrently transmitted by the leader nodes of a region. A detailed discussion on the physical layer for concurrent data uploading is provided in the literature (Mamun 2011). We assume that MDCs have access to power supply we consider them to be computationally powerful enough to run data cleansing techniques periodically. Hence, the base station collects all the data from the sensor nodes through the leader nodes and transfer the data to the bases stations once every 30 seconds. Hence, if there are 50 sensors allocated to the polling point it collects data from all 50 sensors for every 30 seconds and thereby creates an original dataset \( D_o \) with 50 X 30 X 2 = 3000 records. Each record contains values on the attributes. Some of the values can be incorrect and some of the values can be completely missing. The proposed scheme makes a copy of the dataset \( D_o \) into \( D_c \).

An MDC travels to a polling point and collects data from the leader nodes that are allocated to the polling point. The collected data are stored in a two dimensional dataset \( D_c \) where rows represent records and columns represent attributes. Each record represents the data collected by a sensor at a particular time. A sensor may collect data on a number of attributes such as temperature, humidity, light and voltage. Each column represents the data on a particular attribute. Therefore, a record \( r_k \) contains the data on the attributes as collected by a sensor at a particular time.

The notation \( r_{ij} \) represents the \( j \)-th attribute value of the \( i \)-th record. A data set contains a set of attributes \( a = \{ a_1, a_2, \ldots, a_n \} \) where \( a_k \) represents the \( k \)-th attribute. The \( k \)-th attribute can have a range of possible values called the domain of the attribute. For example, the domain of the attribute temperature can be \([-30, 50]\) degree Celsius meaning that the lowest possible value in this example is -30 degree Celsius and the highest possible value is 50 degree Celsius. The continuous numerical values can be discretized into categories such as \([-30, 0]\), \([1, 30]\) and \([31, 60]\). The notation \( a_{kp} \) represents the \( p \)-th category of the \( k \)-th attribute.

Every sensor collects data at a regular interval such as once every 30 seconds. Hence, if there are 50 sensors allocated to a polling point and an MDC travels to the polling point once every 30 minutes then each time it travels to the polling point it collects data from all 50 sensors for this period and thereby creates an original dataset \( D_o \) that has 50 X 30 X 2 = 3000 records. Each record contains values on the attributes. Some of the values can be incorrect and some of the values can be completely missing. The proposed scheme makes a copy of the dataset \( D_o \) into \( D_c \).

**Step 1: Collect the Dataset \( D_o \) and Make a Copy \( D_c \).**

An MDC travels to a polling point and collects data from the leader nodes that are allocated to the polling point. The collected data are stored in a two dimensional dataset \( D_c \) where rows represent records and columns represent attributes. Each record represents the data collected by a sensor at a particular time. A sensor may collect data on a number of attributes such as temperature, humidity, light and voltage. Each column represents the data on a particular attribute. Therefore, a record \( r_k \) contains the data on the attributes as collected by a sensor at a particular time.

The notation \( r_{ij} \) represents the \( j \)-th attribute value of the \( i \)-th record. A data set contains a set of attributes \( a = \{ a_1, a_2, \ldots, a_n \} \) where \( a_k \) represents the \( k \)-th attribute. The \( k \)-th attribute can have a range of possible values called the domain of the attribute. For example, the domain of the attribute temperature can be \([-30, 50]\) degree Celsius meaning that the lowest possible value in this example is -30 degree Celsius and the highest possible value is 50 degree Celsius. The continuous numerical values can be discretized into categories such as \([-30, 0]\), \([1, 30]\) and \([31, 60]\). The notation \( a_{kp} \) represents the \( p \)-th category of the \( k \)-th attribute.

Every sensor collects data at a regular interval such as once every 30 seconds. Hence, if there are 50 sensors allocated to a polling point and an MDC travels to the polling point once every 30 minutes then each time it travels to the polling point it collects data from all 50 sensors for this period and thereby creates an original dataset \( D_o \) that has 50 X 30 X 2 = 3000 records. Each record contains values on the attributes. Some of the values can be incorrect and some of the values can be completely missing. The proposed scheme makes a copy of the dataset \( D_o \) into \( D_c \).

**Step 2: Identify Corrupt Values in \( D_c \).**

We then use an existing corrupt data detection technique such as CAIRAD (Rahman et al. 2012) that identifies any record having a possible incorrect value. It also identifies the value which is suspected to be corrupt. Note that, the proposed scheme can use any suitable corrupt data detection technique and is not limited to CAIRAD only.

CAIRAD first discretizes \( D_c \). It then computes the actual co-appearances of a pair of attribute values (dis-
demonstrate the usefulness of the proposed data cleansing scheme to improve the quality of a Wireless Sensor Network dataset. In the Intel Lab data set there are altogether 54 sensor nodes each of which collects data on temperature, humidity, light and voltage once every 30 seconds. We consider that all these 54 nodes are allocated to a polling point and the MDC travels to the polling point once every 30 minutes. Therefore, we copy 60 records from each of the 54 sensors for the same 30 minutes period and thereby produce a dataset with 3240 records. We call the dataset D. However, we realize that in D we have 120 records with missing values. We first remove the records that originally have missing values and thereby obtain a pure data set having 3120 records without any missing values. We use the pure data set in the experimentation.

4.2 Simulation of Corrupt Data

We then artificially create some corrupt values for which the actual values are known from the dataset. We use the following assumptions while artificially creating the corrupt values (Rahman et al. 2012).

We consider four noise patterns namely Simple, Medium, Complex and Blended in which if a record has a noisy value then in the Simple pattern the record can have at most one noisy value. In the Medium pattern a record can have 2 to 50% of attributes with noisy values, whereas in the Complex pattern 50% to 80% of attributes of a record can have noisy values. However, the Blended pattern is the mixture of the three patterns. The Blended pattern contains 25% records having noisy values in simple pattern, 50% in medium pattern and 25% in complex pattern. Since the Blended pattern combines of all three noise patterns we may expect a natural scenario based on the Blended pattern.

For each of noise pattern, we use various noise levels (1%, 3%, 5% and 10%) where x% noise level means x% of the total attribute values (not records) of a data set are noisy. There are altogether 3120 records and each record has four attribute values. Therefore, there are 3120 × 4 = 12480 values out of which say 1% values (i.e. 124 values) are made noisy. Since for the Simple pattern each record can have at most one noisy value there are 124 noisy records.

Moreover, we use three different noise outside ranges 10%, 30%, and 50% based on the domain of an attribute. For example, 10% of the total noisy values (i.e. 12 values) can have the noisy value outside the original domain of the attributes. If the domain of an attribute is [0, 10] then 10% of the noisy values are outside the domain range.

We also consider two noise models namely uniformly distributed (UD) and Overall while creating the noisy values. In the UD model noisy values are equally distributed among the attributes, whereas in the Overall model noisy values are not equally distributed among the attributes. That is, in the worst case scenario all corrupt values may belong to a single attribute only.

Based on the 4 noise levels, 3 noise outside ranges, 2 noise models and 4 noise patterns we have altogether 96 (4 × 3 × 2 × 4) noise combinations. For each of the combinations we create 10 data sets with noisy values. For example, for the combination having “simple” noise pattern, “1%” noisy values, “10%” noise range, and “overall”
model (see Table 5) we generate 10 data sets with noisy values. We therefore create altogether 960 data sets (96 combinations \times 10 data sets/combination) for the Intel Lab data set.

We then apply CAIRAD (Rahman et al. 2012) on the noisy dataset and identify the noisy values. The accuracy of the identification is evaluated through Error Recall (ER) (Zhu, Wu & Yang 2004) and Error Precision (EP) (Zhu, Wu & Yang 2004). ER is the ratio of the correctly identified corrupt values to the total number of the corrupt values. EP is the ratio of the total number of correctly identified corrupt values to the total number of identified corrupt values. The values of both ER and EP vary between 0 and 1, where a higher value indicates a better noise detection.

### 4.3 Analysis of the Performance of a Corrupt Data Detection Technique

The overall average noise detection performance of the Intel Lab data set is presented in Table 1. The table shows that the noise detection performance in terms of ER and EP are 0.130 and 0.514, respectively, in which each of them is the average value of the performance indicators on 960 data sets having noisy values. The EP value 0.514 means that 51.4% of the total noisy values identified by CAIRAD are originally noisy. Considering the EP values typically achieved by different noise detection techniques on the regular data sets the EP value obtained by CAIRAD on the Intel Lab data set is very encouraging. For example, the EP value achieved by three different techniques namely EDIR, RDCL and CAIRAD on the Adult data set (publicly available in the UCI machine learning repository (Frank & Asuncion 2010)) is 0.171, 0.348 and 0.545, respectively (Rahman et al. 2012).

<table>
<thead>
<tr>
<th>Data Cleansing Technique</th>
<th>ER</th>
<th>EP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAIRAD</td>
<td>0.130</td>
<td>0.514</td>
</tr>
</tbody>
</table>

In Table 2 we also present the maximum ER and EP values achieved by CAIRAD in our experiments on the Intel Lab data set. CAIRAD achieves an ER value 0.427 for the combination having “1%” noisy values, “50%” noise range, “UD” noise model and “medium” noise pattern. On the other hand, CAIRAD achieves an EP value 0.830 for the combination having “10%” noisy values, “50%” noise range, “UD” noise model and “complex” noise pattern. This indicates that 83% of the identified noisy/incorrect values are actually noisy. Moreover, 42.7% of the actually noisy values are identified in the data set. This is a reasonably high achievement in noise detection which is expected to increase the quality of any data analyses including data mining and statistical analyses.

<table>
<thead>
<tr>
<th>Data Cleansing Technique</th>
<th>ER</th>
<th>EP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAIRAD</td>
<td>0.427</td>
<td>0.830</td>
</tr>
</tbody>
</table>

It is also worth noting that CAIRAD uses a user defined threshold called a co-appearance score threshold (λ) that is used to determine whether a value is noisy or correct. CAIRAD uses a default value for λ which is 0.3. The results that we present in Table 1 and Table 2 are obtained based on the default value. However, it may be possible to achieve even higher ER and EP by adjusting the λ values. Thus we calculate the ER and EP values for different λ values for the noise combination having “1%” noisy values, “50%” noise range, “UD” noise model and “medium” noise pattern as shown in Figure 4. From the figure we can see that CAIRAD achieves a high ER value (which is 67.7%) for λ = 0.1. The ER value indicates that 67.7% of the total noisy values are detected by CAIRAD. The noise detection is expected to increase the data quality and subsequent data analysis in the sensor network data set.

![Figure 4: The noise detection performance for different λ values.](image)

### 4.4 Simulation of Missing Values

After the noise detection we now aim to correct the noisy values. We consider the artificially created noisy values as missing and then impute them by using an imputation technique. Note that a data set may also originally contain missing values. For example, there are 120 records of the Intel Lab data set that originally have missing values.

For the 4 noise levels, 3 noise outside ranges, 2 noise models and 4 noise patterns we have altogether 96 (4 \times 3 \times 2 \times 4) missing combinations. For each of the combinations 10 data sets with missing values are created. For the combination having “simple” noise pattern, “1%” noisy values, “10%” noise range, and “overall” model (see Table 6) 10 data sets with missing values are generated. Therefore, altogether 960 data sets (96 combinations \times 10 data sets/combination) with missing values are created for the Intel Lab data set. The original values of the artificially created missing values are known.

We then apply FIMUS on the dataset to impute the missing values. After the imputation the accuracy of the imputation is evaluated through two commonly used metrics; Index of Agreement (d_2) (Willmott 1982) and Root Mean Square Error (RMSE) (Junninen et al. 2004). Both metrics estimate the difference between an original value and an imputed value, where the closer the values the better the imputation. The values of d_2 vary between 0 and 1, where a higher value indicates a better imputation. The RMSE values vary between 0 and infinity, where a lower RMSE value indicates a better imputation.

### 4.5 Analysis of the Performance of a Missing Value Imputation Technique

We now present an overall (i.e. the average value of the performance indicators on 960 data sets having missing values) imputation performance of the Intel Lab data set in Table 3. The d_2 of the imputed values is 0.888 which is very high meaning that the imputed values are very close to the original values. It is worth mentioning that...
We next calculate the classification accuracies of the DT on the testing data set $D_{testing}$ as shown in Figure 5. We can see that the classification accuracy of the $DT_c$, which is built from the data set $D_c$ (with missing values), is much lower than the classification accuracy of the $DT_o$, which is built from the original data set (without missing values). We achieve a higher classification accuracy by the $DT'_f$, which is built from the imputed data set $D'_f$ (with imputed values), than the $DT_c$. The improvement in accuracy indicates the usefulness of the imputation approach in wireless sensor networks data sets.

![Figure 5: The classification accuracy of C4.5 classifier on the data sets without missing values, with missing values and with imputed values.](image_url)

### 4.7 Details Experimental Results on Corrupt Data Detection and Imputation

We also present the detail noise detection and imputation performances for all 96 combinations in Table 5 and Table 6. We present the noise detection performance of CAIRAD based on $ER$ and $EP$ for 96 noise combinations in Table 5. The average values of the performance indicators on 10 data sets having noisy values for each combination of noise level, noise range, noise model and noise pattern is presented in the table. For example, there are 10 data sets having noisy values with the combination $Com_{93}$ of “1%” noise level, “10%” noise range, “Overall” noise model and “Medium” noise pattern. In Table 5 we can see that the average of $ER$ and $EP$ for the data sets having $Com_{93}$ is 0.913 and 0.107, respectively.

Moreover, in Table 6 we present the imputation performance of FIMUS based on $d_2$ and $RMSE$ for 96 missing combinations. The average values of the performance indicators on 10 data sets having missing values for each combination of noise level, noise range, noise model and noise pattern is presented in the table. For example, there are 10 data sets having missing values with the combination $Com_{1}$ of “1%” noise level, “10%” noise range, “Overall” noise model and “Simple” noise pattern. In Table 6 we can see that the average of $d_2$ and $RMSE$ for the data sets having $Com_{1}$ is 0.913 and 0.107, respectively.

### 5 Conclusion

In this study we first discuss an Mobile Data Collector (MDC) based approach of the sensor network data collection. Due to a number of reasons including flat battery, equipment malfunctioning and compromise wireless sensor network data may contain incorrect and missing values. We therefore discuss the quality of data mining results obtained from an uncleaned data set and compare it...
with the result obtained from a clean data set (see Figure 1). It shows that the data mining quality can significantly drop in the presence of incorrect and missing data.

We then present a data cleansing scheme to identify the incorrect data and impute all missing values. We suggest to apply the data cleansing techniques within an MDC even before it transmits the data to the base station. An advantage of the approach can be the utilization of the traveling time when the MDC is moving between two polling points. Once the missing values are imputed we carry out the data mining analysis on the imputed data set and show the improvement in prediction accuracy of the classifier even before it transmits the data to the base station. An additional advantage of the approach can be the utilization of the traveling time when the MDC is moving between two polling points. Once the missing values are imputed we carry out the data mining analysis on the imputed data set (see Figure 5). Moreover, we also present the accuracy of incorrect data identification and missing value imputation that suggest the effectiveness of the data cleansing approaches used in this study for the sensor network data set (see Table 1 to Table 6).

As part of our future work, we aim to propose novel corrupt data detection and missing value imputation techniques that are specifically catered for the wireless sensor network data set. For example, although the proposed data cleansing scheme uses data from neighboring sensors for a close time period the actual cleansing techniques (CAIRAD and FIMUS) do not take further advantage of time series data. It would be interesting to investigate whether further consideration of the time could increase the accuracy of incorrect data detection and missing value imputation. Since the sensors in the wireless network have limited energy, it would also be interesting to investigate the efficiency of our proposed algorithm in such domains. Moreover, we also aim to compare a number of existing techniques with proposed techniques in future.
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Table 6: Imputation performance of a data cleansing technique (such as FIMUS) on the Intel Lab data set.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>Noise Range</th>
<th>Noise Model</th>
<th>Noise Pattern</th>
<th>$d_2$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% Overall</td>
<td>Simple</td>
<td>0.913</td>
<td>0.107</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.878</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.861</td>
<td>0.130</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.896</td>
<td>0.117</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.896</td>
<td>0.117</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.887</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.867</td>
<td>0.134</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.880</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1% Overall</td>
<td>Simple</td>
<td>0.888</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.887</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.867</td>
<td>0.134</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.882</td>
<td>0.121</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.880</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.884</td>
<td>0.117</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.879</td>
<td>0.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.880</td>
<td>0.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5% Overall</td>
<td>Simple</td>
<td>0.906</td>
<td>0.108</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.859</td>
<td>0.136</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.889</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.883</td>
<td>0.125</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.917</td>
<td>0.104</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.863</td>
<td>0.132</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.885</td>
<td>0.121</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.908</td>
<td>0.115</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30% Overall</td>
<td>Simple</td>
<td>0.894</td>
<td>0.117</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.873</td>
<td>0.129</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.870</td>
<td>0.134</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.880</td>
<td>0.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.900</td>
<td>0.112</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.884</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.874</td>
<td>0.129</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.887</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10% Overall</td>
<td>Simple</td>
<td>0.911</td>
<td>0.108</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.876</td>
<td>0.127</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.886</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.889</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.912</td>
<td>0.107</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.888</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.879</td>
<td>0.125</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.895</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3% Overall</td>
<td>Simple</td>
<td>0.909</td>
<td>0.111</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.872</td>
<td>0.129</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.882</td>
<td>0.124</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.891</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.900</td>
<td>0.116</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.880</td>
<td>0.125</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.886</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.894</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50% Overall</td>
<td>Simple</td>
<td>0.901</td>
<td>0.114</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.882</td>
<td>0.124</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.871</td>
<td>0.129</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.893</td>
<td>0.119</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.889</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.882</td>
<td>0.124</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.883</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.881</td>
<td>0.125</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10% Overall</td>
<td>Simple</td>
<td>0.911</td>
<td>0.109</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.879</td>
<td>0.126</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.879</td>
<td>0.127</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.890</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.908</td>
<td>0.112</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.874</td>
<td>0.129</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.886</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.890</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5% Overall</td>
<td>Simple</td>
<td>0.910</td>
<td>0.111</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.880</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.870</td>
<td>0.132</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.888</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.904</td>
<td>0.114</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.881</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.887</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.881</td>
<td>0.125</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30% Overall</td>
<td>Simple</td>
<td>0.901</td>
<td>0.116</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.888</td>
<td>0.121</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.879</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.890</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.909</td>
<td>0.113</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.882</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.886</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.892</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10% Overall</td>
<td>Simple</td>
<td>0.903</td>
<td>0.116</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.880</td>
<td>0.125</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.886</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.894</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD Overall</td>
<td>Simple</td>
<td>0.900</td>
<td>0.116</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>0.878</td>
<td>0.123</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>0.885</td>
<td>0.122</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blended</td>
<td>0.878</td>
<td>0.127</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract

A tag-based item recommendation method generates an ordered list of items, likely interesting to a particular user, using the users past tagging behaviour. However, the users tagging behaviour varies in different tagging systems. A potential problem in generating quality recommendation is how to build user profiles, that interprets user behaviour to be effectively used, in recommendation models. Generally, the recommendation methods are made to work with specific types of user profiles, and may not work well with different datasets. In this paper, we investigate several tagging data interpretation and representation schemes that can lead to building an effective user profile. We discuss the various benefits a scheme brings to a recommendation method by highlighting the representative features of user tagging behaviours on a specific dataset. Empirical analysis shows that each interpretation scheme forms a distinct data representation which eventually affects the recommendation result. Results on various datasets show that an interpretation scheme should be selected based on the dominant usage in the tagging data (i.e. either higher amount of tags or higher amount of items present). The usage represents the characteristic of user tagging behaviour in the system. The results also demonstrate how the scheme is able to address the cold-start user problem.

Keywords: tagging, data interpretation, data representation, item recommendation, user profile, cold-start user

1 Introduction

Learning users past tagging behaviour is essential to generate quality recommendations (Ifada and Nayak, 2014; Rendle et al., 2009). In social tagging systems, the user tagging behaviour can be inferred from the ternary relation between users, items, and tags. Users annotate items of their interest by using freely-defined tags. The task of tag-based item recommendation system is to predict an ordered list of items to a user based on users tagging behaviour. In real practice, users can use different tags to annotate the same item as well as the same tag can be used for annotating different items. This approach of freely using tags emphasizes on implementing a personalization approach in the recommendation system by using user past tagging behaviour to build the user profile.

A typical tag-based recommendation system customarily interprets the observed data as positive entries. Observed data is the state which users have expressed their interest to items by annotating those items using tags, as illustrated in Figure 1. On the contrary, how should the non-observed data be interpreted, it remains disputed. Non-observed data is a mixture of the following two states: (1) user is not interested with the items – negative entries, and (2) user might be interested to the items in the future – null values. The selection of interpretation scheme is crucial at this stage as the user profiles will be defined based on this representation.

Tensor modelling is a natural approach to represent and analyse the latent relationships inherent in a three-dimensional tagging data model (Ifada and Nayak, 2014; Symeonidis, Nanopoulos and Manolopoulos, 2010). A tensor model is commonly built by implementing the boolean scheme to interpret the data (Symeonidis, Nanopoulos and Manolopoulos, 2008). Rendle et al. (2009) have identified drawbacks of using the boolean scheme and proposed a set-based scheme which has shown more accurate interpretation of the tagging data. However, this set-based scheme is customized to the recommendation method proposed. It does not detail how various kinds of set-based schemes can be selected according to data characteristics for a recommendation method.

The set-based scheme creates an object pairwise ranking representation between the positive entries interpreted from the observed tagging data and the negative entries interpreted from the non-observed data, by two means: (1) user-item set, or (2) user-tag set. These set data represents users tagging behaviours in the system. The user-item set expresses that a user can use multiple tags to annotate an item. From this point of view, the pairwise ranking representation is created by using tags as the pairwise ranking objects. Accordingly, for
each user-item set, the pairwise ranking is generated to represent that the user is more favourable to use tags of positive entries than those of negative entries to annotate an item. Alternatively, the user-tag set indicates that a user can use the same tag to annotate different items and, consequently, the items become the pairwise ranking objects for the data representation. For each user-tag set, the pairwise ranking is generated to represent that the user is more favourable to annotate items of positive entries than those of negative entries using a tag.

The set selection is influenced by the underlying recommendation task, i.e. using the user-item set representation for tag recommendation and the user-tag set for item recommendation. However, in practice, not all recommendation methods can perform their best when they are implemented on different datasets (Gemmell et al., 2011; Ifada and Nayak, 2014; Rendle et al., 2009). Given that users tagging behaviours are captured and represented differently in each social tagging system, the data set to be used in a recommendation system should be selected based on the feature set that defines the representation of user tagging behaviour in that system, i.e. the dominant set observed from the tagging data. The user-item set is more dominant than the user-tag set when the users prefer to use less number of tags in annotating items. On the contrary, the user-tag set is considered more dominant than the user-item set when the users prefer to use more number of tags in annotating items.

The consequence of restricting the selection of interpretation scheme to the task of recommendation is that the method could possibly outperform other methods when implemented to a certain tagging data, however, it yields poor results when it is implemented on a different tagging data (Ifada and Nayak, 2014; Rendle and Schmidt-Thieme, 2010). Another limitation is that a recommendation method could not possibly be implemented with an appropriate scheme, i.e., generating item recommendation by implementing the user-tag set scheme while the dominant feature of the tagging data is user-item set (Gemmell et al., 2011), or generating tag recommendation by implementing the user-item set scheme when the dominant feature is user-tag set (Rendle et al., 2009).

This paper investigates and compares several tagging data interpretation and representation schemes that can affect the performance of tag-based item recommendation systems. These schemes vary in manners how they highlight the representative features of the user tagging behaviours on different systems. Six tagging data interpretations and representations, which are constructed using the set-based ranking scheme, are proposed. We analyse how each interpretation scheme forms a distinct data representation which eventually affects the recommendation results.

To test and evaluate the concept, we needed to implement the proposed representations on a recommendation method which employs a set-based scheme for building and learning the tensor model. We found no item recommendation method that can be used in experiments. Pairwise Interaction Tensor Factorization (PITF) (Rendle and Schmidt-Thieme, 2010), a tensor based tag recommendation method, uses the set-based scheme and has reported high accuracy and scalability performance. We adopted this tag recommendation method to recommend item and named it as Pairwise Interaction Tensor Factorization for Item Recommendation (PITF-I). The tag and item recommendations are two distinct tasks. Tag recommendations are generated with two specified dimensions, i.e. user and item, while the item recommendations are made with only users identity specified and, therefore, the item ranking scores must be calculated for the whole available tags before being sorted as a list of top-N recommendation. In this paper, we customize the PITF method so that it is applicable for both user-item and user-tag set schemes. We then show how to select the best set of interpretation scheme to be used for different datasets, given that users tagging behaviours in the different tagging systems are different from one another.

The contribution of this paper is as follows: (1) introducing comprehensive data interpretation schemes to generate user profile representation on tensor models for tag-based item recommendation, (2) proposing a process of selecting the best interpretation scheme to be used on a certain dataset, (3) adapting a pairwise ranking tensor factorization method for implementing various interpretation schemes for tag-based item recommendation, (4) establishing that an efficient user profile presentation is more important than just simply trying to get more dense data representation to generate quality recommendations, and (5) finally, showing how an efficient interpretation scheme is able to address the cold-start user problem.

The remainder of this paper is organized as follows. Section 2 details the related works. Section 3 describes briefly about the basics in the tag-based item recommendation. Section 4 explains the proposed interpretation and representation schemes, a brief description about the method used, and the process of selecting the best interpretation scheme to be used. Section 5 presents the experimental results based on real world datasets. Section 6 concludes the paper.

2 Related Work
Recommendation is a well-established research area (Adomavicius and Tuzhilin, 2005; Zhang, Zhou and Zhang, 2011). In the last few years, tensor modelling (Kolda and Bader, 2009), a well-known approach to represent and analyse latent relationships inherent in multi-dimensions data, is adapted in recommendation systems. The tensor modelling based recommendation methods have shown improved results over the matrix based methods (Rafailidis and Daras, 2013; Symeonidis, Nanopoulos and Manolopoulos, 2010). Existing tensor methods solely interpret the tagging data using boolean scheme to build the model and then directly use the tensor reconstruction results from the factorized tensor to generate the recommendations. The boolean scheme simply interprets the positive observed tagging data as 1 and the non-observed ones as 0. This scheme fits both the negative and null values as 0 which makes it difficult to predict the ranking list in the future (Rendle et al., 2009).

In other words, by using the boolean scheme, these approaches ignore the user’s past tagging activities that
have been found most influential in forming user likelihood for matrix-based recommended methods (Kim et al., 2010). A recent work (Ifada and Nayak, 2014) solves this problem by ranking the reconstructed tensor results utilising the past collaborative data and make the final recommendations. A pairwise tensor factorization model (Rendle and Schmidt-Thieme, 2010), for recommending tags (unlike our paper that recommends items), has also been proposed to solve the recommendation ranking problem. This method uses the set-based ranking interpretation scheme when building the tensor.

The set-based ranking scheme distinguishes the interpretation between observed and non-observed data. The representation creates pairwise ranking objects between the positive entries interpreted from the observed data and the negative entries interpreted from the non-observed data. The rest of other entries are left as null values. Within each set, the positive entries are assigned higher values than the negative ones (instead of assigning a fixed numeric values to both entries). This scheme interprets the null values as rankings that can be predicted in the future, unlike the boolean scheme that over fits the null values using the negative examples as 0. The model based on the boolean scheme tries to learn and predict a 0 for each of the negative and null case (Rendle et al., 2009). By using the set-based ranking scheme, entries derived by the factorised tensor model can directly be used for generating recommendations. Selecting the appropriate interpretation scheme for tensor modelling is crucial as the tensor model has to learn the total interaction between users, items, and tags represented by the data using this scheme, as well as, the model has to expose the latent relationship among those dimensions to be used for generating the recommendations.

In this paper, we investigate the process of selecting an interpretation scheme for tagging data to improve the performance of tag-based item recommendation systems on various social tagging systems that employ a system specific method to collect user tagging behaviour. As users tagging behaviours in different tagging systems are different from one another, recommendation methods are usually not able to generalize their outperformance if they are implemented on different datasets. Therefore, though the methods are able to show that they outperform their benchmark methods on a dataset, yet they do not show the similar performance when applied on another dataset (Ifada and Nayak, 2014; Rendle and Schmidt-Thieme, 2010).

We demonstrate how different interpretation scheme forms different data representation which eventually affects the recommendation results. Moreover we modify the pairwise tensor factorization method (Rendle and Schmidt-Thieme, 2010), designed for tag recommendation, to generate an ordered list of item recommendations using the six proposed tagging data interpretation and representation schemes.

To the best of our knowledge, this is the first paper that studies the data interpretation schemes for tensor models for generating tag-based item recommendations, in detail.

3 Tag-based Item Recommendation

The task of tag-based item recommendation is to generate an ordered list of items that might be of interest to a user using the collaborative tags. The list of recommended items can be learned from user past tagging behaviour inferred from observed and non-observed tagging data.

3.1 Tagging Data

Let \( U = \{u_1, u_2, u_3, ..., u_{|U|}\} \) be the list of all users, \( I = \{i_1, i_2, i_3, ..., i_{|I|}\} \) be the list of all items, and \( T = \{t_1, t_2, t_3, ..., t_{|T|}\} \) be the list of all tags. Tagging data forms a ternary relationship between users, items, and tags. The observed tagging data can be denoted as \( A \subseteq U \times I \times T \), where a vector of \((u, i, t) \in A\) represents the tagging activity of user \( u \) who has tagged item \( i \) using tag \( t \). The user-vocabulary \( V_u \) denotes the list of distinct tags that have been used by user \( u \) to annotate any items:

\[
V_u = \{t|(u, s, t) \in A\}
\]

Whereas the user-collection \( C_u \) denotes the list of distinct items that have been tagged by user \( u \) using any tags:

\[
C_u = \{i|(u, s, t) \in A\}
\]

The tagging data can be naturally modelled as a three-dimensional tensor of \( U^{3 \times I \times T} \). Figure 1 illustrates a tensor model representing a toy example of the observed tagging data, \( U^{3 \times I \times 5} \) where \( U = \{u_1, u_2, u_3\} \), \( I = \{i_1, i_2, i_3, i_4\} \), and \( T = \{t_1, t_2, t_3, t_4, t_5\} \). Each slice of the tensor represents a user matrix which contains the user tag usage for an item.

For generating tag-based item recommendations, the ranking representation of tagging data can be inferred from either using the user-item or user-tag sets. The user-item \((u, i)\) sets are all distinct user-item combinations in \( A \) as a user can annotate an item with multiple tags. The user-tag \((u, t)\) sets are all distinct user-tag combinations in \( A \) since a user can use the same tag to annotate multiple items.

3.2 Interpretation Scheme

The boolean scheme interprets the positive observed tagging data as 1 and denotes any other data as 0. Consequently, the user profile is only made from those positive entries exist in \( A \). This scheme unfortunately overfits the negative entries and the null values as the same 0 value (Rendle et al., 2009).

![Figure 1: Toy example of observed tagging data with](image)
Figure 2: The boolean interpretation scheme and its representation for User 1 (u1). (a) Observed entries, (b) Data interpretation, (c) Data representation generated only from the positive entries.

Figure 3: Set-based ranking interpretation schemes

4 Proposed Tagging Data Interpretation and Its Representation

Given that users tagging behaviours in the different tagging systems are different from one another, the big question is how to best interpret the users tagging data as the user profile will be defined based on this representation. This sections details the six proposed tagging data interpretations and representations schemes, the recommendation method, as well as the process of selecting the best set of interpretation scheme to be used. The map of the interpretation schemes is represented in Figure 3 and the detailed examples are described in Figure 4.

4.1 Tag-Pairwise Ranking on User-Item Set

The tag-pairwise ranking on user-item (ui,j) set is the ranking between the tags of positive entries (tp) and the tags of negative entries (tn), inferred from each (ui,j) ∈ A. The tags of positive entries can easily be derived from the observed data.

Let us consider the toy example as shown in Figure 1. For User 1 (u1), the tags of positive entries generated from the (u1,i1), (u1,i2), (u1,i3), and (u1,i4) sets are: tP(u1,i1) = φ, tP(u1,i2) = {t1, t3}, tP(u1,i3) = {t2, t4}, and tP(u1,i4) = φ. respectively. However, finding the tag values for the non-observed or negative entries is difficult.

We propose to infer and represent these tag values using the following schemes: (a) all-tag, (b) user-vocabulary, or (c) non-user-vocabulary. The ranking function can be formulated as f(u1,i,tp,tn) → R.

4.1.1 All-Tag Pairwise Ranking

The all-tag ranking scheme interprets a negative entry (tn) as follows. For each (ui,j) ∈ A, user u is less favourable to annotate item i using any tags other than those appearing in positive entries (T\tp). The representation of this can be formulated as:

\[D = \{(u,i,t,p,tn) : (u,i,t,p) \in A \land (u,i,tn) \notin A \land tn \notin T \setminus t_p\}\]

In Figure 4, the positive entries show that u1 has revealed his interest for i2 by tagging the item using tags {t1, t3}. Given T = {t1, t2, t3, t4, t6}, tP(u1,i2) = {t1, t3}, and T\tp(u1,i2) = {t2, t4, t6}, this tagging data is interpreted as u1 favours {t1, t3} more than {t2, t4, t6} to annotate i2. The representation can then be generated from the pairwise ranking of tp = {t1, t3} and tn = {t2, t4, t6} on (u1,i2) set.

4.1.2 User-Vocabulary Pairwise Ranking

The user-vocabulary ranking scheme interprets a negative entry (tn) as follows. For each (ui,j) ∈ A, user u is less favourable to annotate item i using any tags of user-vocabulary (Vu) than those appearing in positive entries (Vu\tp). The representation of this can be formulated as:

\[D = \{(u,i,t,p,tn) : (u,i,t,p) \in A \land (u,i,tn) \notin A \land tn \notin Vu \setminus t_p\}\]

In Figure 4, the positive entries show that u1 has revealed his interest for i2 using tags {t1, t3} and for i3 using tags {t1, t4}. Knowing Vu = {t1, t2, t3, t4}, tP(u1,i2) = {t1, t3}, and Vu\tp(u1,i2) = {t4}, this tagging data is interpreted as u1 favours {t1, t3} more than {t4} to annotate i2. The representation can then be generated from the pairwise ranking of tp = {t1, t3} and tn = {t4} on (u1,i2) set.
The set-based ranking scheme uses the pairwise ranking of positive entries (interpreted from the observed data) and negative entries (interpreted from the non-observed data) for generating data representation. Other entries, that are to be predicted as recommendations, are noted as missing values (denoted as ‘?’). For the user-item set, the representation is generated by using tags as the pairwise ranking object \((u, i, t, p, t_N)\) while the user-tag set generates the representation by using items as the pairwise ranking object \((u, t, i, p, t_N)\).

![Figure 4](image_url)

**Figure 4:** Examples showing the set-based ranking interpretation scheme and its various representation for \(u_1\).
4.3 Non-User-Vocabulary Pairwise Ranking

The non-user-vocabulary ranking scheme interprets a negative entry \( (i_N) \) as follows. For each \( (u,i) \in A \), user \( u \) is less favourable to annotate item \( i \) using other tags that have not been used in any other items \( (T \setminus \{i_N\}) \). The representation of this can be formulated as:

\[
D = \{(u, i, t, p, t_N) : (u, i, t, p) \in A \land (u, i, t_N) \notin A \land t_N \in T \setminus \{i_N\}\}
\]

In Figure 4, the positive entries show that \( u_1 \) has used \( t_2 \) to reveal his interest for items \( \{i_2, i_3\} \). The representation then cannot be generated on \( (u_1, t_2) \) set. On the other hand, a representation can be generated on \( (u_1, t_3) \) set as \( u_1 \) has only used \( t_3 \) to annotate \( i_2 \). The tagging data is interpreted as \( u_1 \) favours \( \{i_2, i_3\} \) more than \( \{i_2, i_3\} \) to be annotated using \( t_3 \). The representation of this is the pairwise ranking of \( i_P = \{i_2\} \) and \( i_N = \{i_3\} \).

4.3.1 Non-User-Collection Pairwise Ranking

The non-user-collection ranking scheme interprets a negative entry \( (i_N) \) as follows. For each \( (u,i) \in A \), user \( u \) is less favourable to use tag \( T \) to annotate other items that have not been tagged by \( u \) with other tags \( (I \setminus C_u) \). The representation of this can be formulated as:

\[
D = \{(u, i, p, i_N, t) : (u, i, p, t) \in A \land (u, i, t_N) \notin A \land i_N \in I \setminus C_u\}
\]

In Figure 4, the positive entries show that \( u_1 \) has used \( t_2 \) to reveal his interest for items \( \{i_2, i_3\} \) and \( t_4 \) for \( \{i_3\} \). Knowing \( C_{u_1} = \{i_2, i_3\} \) and \( I_P(u_1, t_2) = \{i_2, i_3\} \) so that \( C_{u_1} \setminus I_P(u_1, t_2) = \emptyset \), this tagging data is interpreted as \( u_1 \) has no other favours than \( \{i_2, i_3\} \) to be annotated using \( t_1 \). The representation then can be generated on \( (u_1, t_2) \) set.

4.4.2 Item-Pairwise Ranking on User-Tag Set

The item-pairwise ranking on user-tag \( (u,t) \) set is the ranking between the items of positive entries \( (i_P) \) with the items of negative entries \( (i_N) \) inferred from each \( (u, t) \in A \). The items of positive entries can easily be derived from the observed data.

Let us consider the toy example as shown in Figure 1. For User 1 \( (u_1) \), the items of positive entries generated from the \( \{u_1, t_2\}, \{u_1, t_2\}, \{u_1, t_2\}, \{u_1, t_2\}, \{u_1, t_2\} \) sets are: \( I_P(u_1, t_2) = \{i_2, i_3\} \), \( I_P(u_1, t_2) = \emptyset \), \( I_P(u_1, t_3) = \{i_2\} \), \( I_P(u_1, t_4) = \{i_3\} \), and \( I_P(u_1, t_5) = \emptyset \), respectively. However, finding the item values for the non-observed or negative entries is difficult.

The item values are inferred and represented using the following schemes: (a) all-item, (b) user-collection, or (c) non-user-collection.

The ranking function can be formulated as \( f(u, t, i_P, i_N) \rightarrow \mathbb{R} \).

4.4.3 All-Item Pairwise Ranking

The all-item ranking scheme interprets a negative entry \( (i_N) \) as follows. For each \( (u,t) \in A \), user \( u \) is less favourable to use tag \( t \) to annotate any items other than those appearing in positive entries \( (I \setminus i_P) \) (Gemmel et al., 2011). The representation of this interpretation can be formulated as:

\[
D = \{(u, t, i_P, i_N) : (u, t, i_P) \in A \land (u, t, i_N) \notin A \land i_N \in I \setminus i_P\}
\]

In Figure 4, the positive entries show that \( u_1 \) has used \( t_2 \) to reveal his interest for items \( \{i_2, i_3\} \). The representation then cannot be generated from the pairwise ranking of \( i_P = \{i_2, i_3\} \) and \( i_N = \{i_1, i_4\} \) on \( (u_1, t_1) \) set.

4.4.3.1 User-Collection Pairwise Ranking

The user-collection ranking scheme interprets a negative entry \( (i_N) \) as follows. For each \( (u,t) \in A \), user \( u \) is less favourable to use tag \( t \) to annotate any items of user-collection \( C_u \) than those appearing in positive entries \( C_u \setminus i_P \). The representation of this interpretation can be formulated as:

\[
D = \{(u, i_P, i_N, t) : (u, i_P, t) \in A \land (u, i_N, t) \notin A \land i_N \in C_u \setminus i_P\}
\]

In Figure 4, the positive entries show that \( u_1 \) has used \( t_2 \) to reveal his interest for items \( \{i_2, i_3\} \), \( t_3 \) for \( \{i_2, i_3\} \), and \( t_4 \) for \( \{i_3\} \). Knowing \( C_{u_1} = \{i_2, i_3\} \) and \( I_P(u_1, t_2) = \{i_2, i_3\} \) so that \( C_{u_1} \setminus I_P(u_1, t_2) = \emptyset \), this tagging data is interpreted as \( u_1 \) has no other favours than \( \{i_2, i_3\} \) to be annotated using \( t_1 \).

4.3 The Pairwise Ranking Method for Item Recommendation

The Pairwise Interaction Tensor Factorization (PITF) (Rendle and Schmidt-Thieme, 2010) is a well-known tag recommendation method. In this paper, we utilise this method for the task of item recommendation. The adaptation is necessarily as the task of recommending tags differs from the task of recommending items.

For tag recommendation, predictions are generated for each predefined user and item combination, i.e. the recommendation system predicts tags for an item to a user. However, for item recommendation, the recommendation system predicts items based on the user information only. Consequently, a method must calculate the item ranking score from the whole available tags before deciding which items are in the top-N recommendation list for the user. The original method works only for a \( (u,i) \) set scheme, however, our proposed method, called as PITF-I, is able to generate the recommendations by implementing the two sets: \( (u,i) \) and \( (u,t) \) schemes.

Using the \( (u,i) \) set interpretation scheme, PITF-I method represents the ranking of tagging data as \( (u,i,t,p,t_N) \), where \( (u,i,t,p) \) is a triple of positive entry and \( (u,i,t_N) \) is a triple of negative entry. It then creates a
tensor factorization model which employs an iterative gradient descent algorithm for optimizing the ranking function so that the positive entries are assigned with higher values than the negative entries. This ensures the notion that the user favours the positive entries more than the negative ones. The model is formulated as:

$$\hat{y} \approx \tilde{U}_k \cdot \tilde{T}_k^u \cdot \tilde{T}_k^l$$ (1)

where $\tilde{U}_k$ is the user factor matrix, $\tilde{T}_k^u$ is the tag factor matrix with respect to users, $\tilde{T}_k^l$ is the tag factor matrix with respect to items, $k$ is the size of factors, and $\hat{y}$ is the reconstructed personalized tag-ranking tensor. The element-wise relevance ranking score is calculated as follows:

$$\hat{y}_{u,i,t} \approx \sum_{j=1}^k \tilde{u}_{u,j} \cdot \tilde{t}_{i,j}^l + \sum_{j=1}^k \tilde{t}_{i,j}^u \cdot \tilde{t}_{t,j}$$ (2)

Using the $(u, i)$ set interpretation, PITF-I exchanges the roles of items and tags with respect to each other. The data representation is the ranking of tagging data as $(u, t, i_p, i_n)$, where $(u, t, i_p)$ is a triple of positive entry and $(u, t, i_n)$ is a triple of negative entry. Consequently, the model formulation becomes:

$$\hat{y} \approx \tilde{U}_k \cdot \tilde{I}_k^u \cdot \tilde{T}_k$$ (3)

where $\tilde{U}_k$ is the user factor matrix, $\tilde{T}_k$ is the tag factor matrix, $\tilde{I}_k^u$ is the item factor matrix with respect to users, $\tilde{I}_k^t$ is the item factor matrix with respect to tags, $k$ is the size of factors, and $\hat{y}$ is the new tensor. The relevance ranking recommendation score is calculated as:

$$\hat{y}_{u,i,t} \approx \sum_{j=1}^k \tilde{u}_{u,j} \cdot \tilde{i}_{i,j}^u + \sum_{j=1}^k \tilde{i}_{i,j}^l \cdot \tilde{t}_{t,j}$$ (4)

### 4.4 Selecting the Set

Selecting a set for user profile representation cannot trivially be restricted based upon the recommendation task, i.e. based on the predefined notion of using the $(u, i)$ set scheme for tag recommendation and using the $(u, t)$ set scheme for item recommendation. This limitation has shown to cause the recommendation methods to perform at a varied level when they are implemented on various datasets (Gemml et al., 2011; Ifada and Nayak, 2014; Rendle et al., 2009). A recommendation method performs best to its capacity when it is applied on the social tagging system for which it was built for. The performance degrades when it is applied to another social tagging system in which the user tagging behaviour varies. For example, the user tagging behaviour on the Delicious website (http://delicious.com) differs from the user behaviour on the LastFM website (http://www.last.fm/).

The difference can easily be perceived from the statistic of tagging data listed in Section 5.1. As the number of unique tags is much larger than the number of unique items in the Delicious data, the average number of unique tags used by each user to annotate an item overrides the number of unique items to be annotated using a tag. This analysis suggests that the $(u, t)$ set in Delicious is more dominant than the $(u, i)$ set. On the contrary, the number of unique tags is much less than the number of unique items in the LastFM data. This shows that the $(u, t)$ set is less dominant than the $(u, i)$ set as the average number of unique tags used by each user to annotate an item is less than the number of unique items to be annotated using a tag. The comparison between these two datasets (including other two datasets) is illustrated in Figure 5.

The characteristic of user tagging behaviour can be assessed by comparing the number of $(u, i)$ and $(u, t)$ sets in the data. It can be said that the dominant feature set (reflected by the larger distribution) is representative of the user tagging behaviour in that system and, therefore it can determine the interpretation scheme for building user profiles. The $(u, i)$ set is more dominant than the $(u, t)$ set when the users tend to use less number of tags in annotating items. The $(u, t)$ set is more dominant than the $(u, i)$ set when the users tend to use more number of tags in annotating items. We conjecture that, for Delicious data, the best performance of recommendation methods can be obtained when the $(u, t)$ set interpretation scheme is implemented to build the user profile model. However, the $(u, i)$ set interpretation scheme will become the best choice for modelling the user profile of LastFM data.

### 5 Empirical Analysis

Experiments are conducted to investigate the tagging data interpretation and representation schemes that can improve the performance of tag-based item recommendation systems by highlighting the representative features of user tagging behaviours on different datasets. We implemented six tagging data interpretations which resulted in different representations. The representation of each set is generated as pairwise ranking between the positive entries generated from the observed tagging data and the negative entries generated from the non-observed data using the following schemes: (a) all-tag, (b) user-vocabulary, (c) non-user-vocabulary, (d) all-item, (e) user-collection, and (f) non-user-collection. The first three schemes are based on the $(u, i)$ set interpretation scheme, while the last three are based on the $(u, t)$ set interpretation scheme.

#### 5.1 Dataset

The offline experiments use several real-world tagging datasets to implement the proposed user profile representations for generating item recommendation. Adapting the standard practice of eliminating noise and decreasing the data sparsity (Nanopoulos, 2011; Rafailidis and Daras, 2013; Symeonidis, Nanopoulos and Manolopoulos, 2010), the datasets are refined by using the p-core technique (Batagelj and Zaveršnik, 2002), i.e. selecting users, items, and tags that have occurred in at least p number posts. Post is the set of distinct user-item combinations in the observed tagging data. In general we choose $p = 10$ to refine the dataset as this core value has shown a stable recommendation performance in our previous work after a systematic and extensive experiments (Ifada and Nayak, 2014). However, we use $p = 5$ instead for CiteULike and MovieLens datasets as they do not contain a 10-core.
The details of four tagging datasets used in this paper are:

**Delicious** ([http://delicious.com/](http://delicious.com/)). It is a website that facilitates its users to save, organize and discover interesting links on the web. The Delicious dataset is generated with 50,991 observed tagging data resulted from 10-core refinement, and consists of 2,009 users, 1,485 items and 2,589 tags.

**LastFM** ([http://www.last.fm/](http://www.last.fm/)). It is a website that gives user personalized recommendations based on the music the user listens to. The LastFM dataset is generated with 99,211 observed tagging data resulted from 10-core refinement, and consists of 867 users, 1,715 items and 1,423 tags.

**CiteULike** ([http://www.citeulike.org/](http://www.citeulike.org/)). It is a website that provides a service for managing and discovering scholarly references. The CiteULike dataset is generated with 59,832 observed tagging data resulted from 5-core refinement, and consists of 2,536 users, 3,091 items and 6,949 tags.

**MovieLens** ([http://movielens.org](http://movielens.org)). It is a website which provides a personalized movie recommendation. The MovieLens dataset is generated with 25,103 observed tagging data resulted from 5-core refinement, and consists of 571 users, 1,684 items and 1,559 tags.

Figure 5 shows the set-based statistics to observe the characteristic of user tagging behaviour on each dataset. This information is used for selecting a profile presentation, i.e. based on the dominant number of sets.

![Figure 5: Set-based Statistic on Each Dataset](image)

### 5.2 Evaluation Criteria

To evaluate the quality of recommendation, we implemented the 3-fold cross-validation and we divided the dataset randomly into a training set $D_{\text{train}}$ (80%) and a test set $D_{\text{test}}$ (20%) based on the number of posts data. $D_{\text{train}}$ and $D_{\text{test}}$ do not overlap in posts, i.e., there exist no triplets for a user-item combination in the training set if a triplet $(u, i, *)$ is present in the test set. The recommendation task is to predict and rank the Top-$N$ items for the users present in $D_{\text{test}}$.

The performance is measured using F1-Score. F1-Score is a harmonic mean of overall precision and recall. Precision is the ratio of number of relevant items (all items in the post by the user in $D_{\text{test}}$) in the Top-$N$ list to the total number of Top-$N$ recommended items. Recall is the ratio of the number of relevant items in the Top-$N$ list to the total number of relevant items.

\[
\text{Precision}(D_{\text{test}}, N) = \frac{\text{avg}_{(u,i) \in D_{\text{test}}} | \text{Test}_u \cap \text{Top}_N |}{| \text{Top}_N |} \quad (1)
\]

\[
\text{Recall}(D_{\text{test}}, N) = \frac{\text{avg}_{(u,i) \in D_{\text{test}}} | \text{Test}_u \cap \text{Top}_N |}{| \text{Test}_u |} \quad (2)
\]

\[
F1(D_{\text{test}}, N) = \frac{2 \times \text{Precision}(D_{\text{test}}, N) \times \text{Recall}(D_{\text{test}}, N)}{\text{Precision}(D_{\text{test}}, N) + \text{Recall}(D_{\text{test}}, N)} \quad (3)
\]

Where $\text{Test}_u$ is the set of items tagged by target user in the $D_{\text{test}}$ and $\text{Top}_N$ is the Top-$N$ list of items recommended to user from the reconstructed tensor $\hat{Y}$.

### 5.3 Result and Discussion

#### 5.3.1 Effect of Interpretation Set Selection on Recommendation Accuracy

The characteristic of users tagging behaviours of each dataset can be identified from the set-based statistic, as illustrated in Figure 5. The statistic shows that users of Delicious dataset have the same tagging behaviour as those of CiteULike, i.e. the $(u, i)$ set is less dominant than the $(u, t)$ sets. Conversely, the users of LastFM and MovieLens have similar tagging behaviour, i.e. the $(u, i)$ set is more dominant than the $(u, t)$ sets. We conjecture that the dominant set on each dataset defines which set should be used for interpreting the tagging data. This means that Delicious and CiteULike datasets should be best interpreted using the $(u, t)$ set interpretation scheme, while LastFM and MovieLens datasets should be best interpreted using the $(u, i)$ set scheme.

Figure 6 displays the F1-Score comparison on Top-$N$ lists for the recommendation accuracy on each dataset which ascertains our claim that both Delicious and CiteULike datasets should be interpreted using the **non-user-collection** of $(u, t)$ set pairwise ranking interpretation scheme. Similarly, LastFM and MovieLens perform best when their tagging data is interpreted using the **non-user-vocabulary** of $(u, i)$ set pairwise ranking interpretation scheme.

These results also verify that, for generating the best pairwise ranking representation, the negative entries of non-observed data should be interpreted from: (1) the tags that have not been used in any other items by user $u$ for annotating item $i$ on each $(u, i)$ set, and (2) the items that that have not been tagged with any other tags by user $u$ using tag $t$ on each $(u, t)$ set. Figure 6 also illustrates that the **all-tag** scheme which uses any tags other than those appearing in positive entries to annotate item $i$ (Rendle and Schmidt-Thieme, 2010) or the **all-item** scheme which uses any items other than those appearing in positive entries using tag $t$ (Gemmell et al., 2011) cannot interpret
non-observed data as negative entries properly and results in inferior recommendation performance.

On the other hand, though it sounds reasonable that, for the \((u,i)\) set scheme, i.e. using the \textit{user-vocabulary} interpretation, the negative entries should be interpreted from the tags of user-vocabulary other than those appearing in positive entries to annotate item \(i\), however our experiments show that this interpretation severely impacts the recommendation performance for all datasets. Likewise, the items of user-vocabulary other than those appearing in positive entries using tag \(t\) should not be interpreted as the negative entries for the \((u,t)\) set scheme, i.e. using the \textit{user-collection} interpretation.

### 5.3.2 Data Representation Density

We examine the data representation density resulting from the six proposed interpretation schemes and compare with that of the \textit{boolean} scheme as listed in Table 1. This observation is not merely to show that the \textit{set-based} interpretation scheme is able to generate more dense data representation than the \textit{boolean} scheme as this conclusion has been preliminary discovered (Rendle et al., 2009). Our focus is mainly to explore the representation density resulted from various \textit{set-based} interpretation schemes, particularly comparison of the \textit{non-user-vocabulary} and \textit{non-user-collection} schemes to their counterparts, i.e. \textit{all-tag} and \textit{all-item}, respectively. Accordingly, when we highlight the superiority of the \textit{non-user-vocabulary} scheme over \textit{all-tag} scheme, it means that we can also state the same thing about that of the \textit{non-user-collection} scheme over the \textit{all-item} scheme.

Results in Table 1 show that the data representation densities of \textit{user-vocabulary} and \textit{user-collection} schemes are significantly lower than the other \textit{set-based} schemes. It indicates that these two schemes, in comparison to others, are not able to interpret the tagging data efficiently and therefore the generated data representations are not able to include all relationships properly.

![Figure 6: F1-Score comparison on Top-N lists for the recommendation accuracy resulting from the six proposed set-based interpretation schemes on various datasets](image-url)
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Table 1: The Comparison of data representation density resulting from the boolean and set-based ranking interpretation schemes on various datasets

Table 1 shows that the data representation density of non-user-vocabulary is less than that of all-tag scheme. Yet, as established in Section 5.3.1, the former scheme outperforms the later. This fact clarifies that the all-tag scheme includes some relationships that are not meant to be. On each (u, i) set, the scheme uses all tags other than those appearing in positive entries to annotate item i as negative entries for the pairwise ranking representation. This interpretation is incorrect as some of those tags have actually been used by user u to annotate other items which means that those used tags should not be interpreted as negative entries. It confirms that the interpretation scheme strongly determines the recommendation performance. To generate quality recommendations, an efficient user profile presentation is more important, instead of just simply trying to get more dense data representation as other researchers had done previously (Cui et al., 2011; Leginus, Dolog and Žemaitis, 2012; Rafailidis and Daras, 2013). These methods practically implement the boolean scheme to interpret the tagging data and then applied clustering techniques for reducing the tag dimension to represent the semantically similar tags. These approaches are able to generate more dense data, yet they still interpret the tagging data improperly.

5.3.3 Cold-start User Problem
We carry out further experiments to examine the impact of an interpretation scheme to recommendation performance in addressing the cold-start user problem. We identify the cold-start user problem as a situation in which a user has annotated a single item only with limited number of tags. Due to limited usage data, we cannot infer the user preferences on the system.

We compare the recommendation performance on MovieLens dataset by implementing the (u, i) set interpretation scheme as it is the best choice of scheme to model the user profile. Since our main focus is on how the interpretation scheme is able to address the cold-start user problem, we use the recall metric to demonstrate the coverage of recommendations. Figure 7 shows the recall of recommendations generated using the non-user-vocabulary scheme outperforms the results of all-tag. As expected, the results of the user-vocabulary scheme have shown the worst performance. This fact confirms that the approach of interpreting negative entries from tags that have not been used by user u in any other items is resulting quality recommendations for both the active and the cold-start users. We can also state the same thing for the (u, t) set interpretation scheme, i.e. the negative entries are best interpreted from items that have not been tagged by user u using any other tags.

6 Conclusion
In this paper, we proposed six set-based tagging data interpretation schemes and representations to investigate an efficient scheme leading to build effective user profiles for generating item recommendations. For each interpretation scheme, a data representation is produced, where for each set, pairwise ranking is generated between the positive entries of observed tagging data and the negative entries of non-observed data. We have shown that the set to be used as the interpretation scheme must be selected based on the dominant number of set observed from the tagging data as it represents the unique characteristic of user tagging behaviour in the system. We implemented the PITF-I method, using a pairwise ranking representation between the positive entries and the negative entries. The PITF-I method represents the ranking of tagging data as (u, i, t_p, t_n) when the dataset has a dominant number of (u,i) sets. Alternatively, the
method represents the ranking of tagging data as \((u, t, r, \lambda_u)\) when the dataset has a dominant number of \((u, t)\) sets.

The proposed representations are extensively evaluated on four datasets which exhibit different tagging behaviour characteristics. Empirical analysis shows that the improper interpretation, of negative entries to be ranked pairwise with the positive entries, results in inferior recommendation performance. The best scheme for pairwise ranking representation should generate the negative entries interpreted from either the tags or the items that have not been used by user \(u\) in any other items or tags, i.e. non-user-vocabulary or non-user-collection schemes, respectively. We also show how this scheme is able to address the cold-start user problem. In the future, we are planning to investigate the tagging data interpretation and representation schemes for a list-wise ranking tensor factorization method.
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Abstract
Multidimensional data are getting increasing attention from researchers for creating better recommender systems in recent years. Additional metadata provides algorithms with more details for better understanding the interaction between users and items. While neighbourhood-based Collaborative Filtering (CF) approaches and latent factor models tackle this task in various ways effectively, they only utilize different partial structures of data. In this paper, we seek to delve into different types of relations in data and to understand the interaction between users and items more holistically. We propose a generic multidimensional CF fusion approach for top-N item recommendations. The proposed approach is capable of incorporating not only localized relations of user-user and item-item but also latent interaction between all dimensions of the data. Experimental results show significant improvements by the proposed approach in terms of recommendation accuracy.

Keywords: multidimensional data, neighbourhood, dimensionality reduction, collaborative filtering, recommender systems.

1 Introduction
In recent years, the development of Web 2.0 techniques and various smart devices have created new opportunities for recommender systems, by revealing more information additional to user-item transactions. For example, Social Tagging Systems (STS) encourage users to employ user-defined keywords to help manage content in a personalized way. Recommender systems built upon STS (Tso-Sutter et al. 2008) utilize social tagging to improve recommendation mechanisms. Context-Aware Recommender Systems (CARS) (Adomavicius and Tuzhilin 2011, Karatzoglou et al. 2010) incorporate context information (e.g. time, location, weather, etc.) into recommendation models to predict new relations more accurately. Tags and contextual information can be treated as additional dimensions to user-item matrix. Thus, the data used by these recommender systems share the property that each user-item transaction involves multiple entities other than merely a user and an item.

The top-N item recommendation task for multidimensional data has been tackled in many different ways. For the neighbourhood-based Collaborative Filtering (CF) approaches, researchers have presented various ways to utilize multidimensional data in user/item profiling and in neighbourhood formation through explicit conversion of dimensions (Marinho et al. 2012, Tso-Sutter et al. 2008, Liang et al. 2010). For example, Liang proposed to construct user profiles by using tags so as to utilize the multiple relationships among users, items and tags for extracting the semantic meaning of each tag for users (Liang et al. 2010). However, these approaches mostly work in ad hoc ways which leads to that they cannot be directly applied to data with more dimensions. Moreover, they cannot take into account the latent relations in data through merely explicit relations from neighbourhood. Differently, some recent Tensor Factorization (TF) based models (Symeonidis et al. 2010, Karatzoglou et al. 2010, Rendle et al. 2009) model multidimensional data as tensors (i.e. multidimensional arrays) and are able to discover holistic latent relationships in data. However, pure TF-based recommendation models lack the ability to utilize localized relationships which are often the privilege of neighbourhood-based CF approaches. Furthermore, the increase of the dimensionality of data can cause serious efficiency problem for the factorization process, which largely restrict the application in practice.

Despite various recommendation models have been proposed in the categories of neighbourhood-based approaches and factorization models, they essentially only deal with parts of relations existing in data. Neighbourhood-based approaches work with user-user or item-item neighbourhood relations, while TF utilizes the global latent interaction between different dimensions. There has not been any research which simultaneously incorporates all these different types of relations in multidimensional data for making recommendations. This is the objective of this paper.

In this paper, we propose to profile users and items through conducting dimensionality reduction on multidimensional data, and we present a novel generic Multidimensional Collaborative Filtering Fusion (MCFF) approach for top-N item recommendation using multidimensional data. Three different levels of structures of data can be captured and utilized simultaneously by the proposed recommendation model. Our approach first transforms data to model user and item profiles by means of observing data from the user and item dimensions respectively. Then, dimensionality reduction is conducted...
on transformed data for removing noises and revealing implicit relations between all dimensions. Finally, the proposed approach captures the refined localized user-user and item-item relations and also global latent relations between all dimensions, to generate item recommendations.

The contributions of our work are as follows:

- Our profiling method models users and items based on holistic relations in the entire data, and it is directly generalizable to profiling for other entities or dimensions, and extendable to N-dimensional data. Compared to existing neighbourhood-based approaches for multidimensional data, our profiling approach can incorporate the multidimensional interaction between different dimensions into the profiles of users/items, and is able to remove noise and keep sound efficiency.

- The proposed multidimensional CF fusion recommendation approach takes advantages of not only the localized neighbourhood relations of users and items, but also holistic latent relations between all dimensions. This enables the recommendation algorithm to understand data more completely than pure TF-based CF models.

We have conducted extensive experiments to validate the effectiveness of the proposed multidimensional profiling method and to evaluate the performance of the proposed recommendation approach MCFF against some state-of-the-art multidimensional CF recommendation algorithms. The experimental results show that our approaches substantially improve the performance of top-N item recommendation in terms of precisions/recalls/F1 scores.

The rest of this paper is organized as follows: Section 2 summarizes the related work. In Section 3 we propose a multidimensional profiling approach for representing users and items. Based on that, we integrate the profiling method into neighbourhood-based CF approaches and propose a novel multidimensional CF recommendation model which fuses user and item neighbourhoods with implicit holistic interaction assimilated. Experimental results are given in Section 4, which shows superior performance of the proposed recommendation model. Finally, Section 5 concludes this paper.

2 Related Work

Traditionally, most of the CF recommender systems are categorized into two families: neighbourhood-based approaches and latent factor models (Adomavicius and Tuzhilin 2005). The neighborhood-based CF recommender systems are usually based on nearest neighborhood relations. Examples include user-based and item-based CF (Desrosiers and Karypis 2011). The latent factor models (Koren et al. 2009, Symeonidis et al. 2010) have received much attention due to its competitive performance in Netflix competition. The entities of data in these traditional CF recommender systems often include only users and items. This kind of data and the recommender systems are 2-dimensional, since each user-item transaction is only associated with two entities: user and item.

The development of information systems working with multidimensional data, such as social tagging systems and context-aware systems, have promoted the recommendation systems to incorporate data with more dimensions. Different categories of recommendation approaches have been proposed for multidimensional data scenario in recent years. Mariño et al. discussed how conventional CF can be applied for computing recommendations in multidimensional data environments through dimension projection (Mariño et al. 2012). They referred to this type of recommendation approaches as projection-based CF. The approaches which fall into this type usually project data between different dimensions in order to reduce the data spaces and predict new user-item relations. Tso-Sutter et al. proposed to extend the typical user-item matrix with tags which are taken as pseudo users and pseudo items (Tso-Sutter et al. 2008). Liang et al. proposed to construct tag-based user profiles using the multiple relationships among users, items and tags to find the semantic meaning of each tag for each user individually (Liang et al. 2010). Tagommenders (Sen et al. 2009) predicts users’ preferences for items based on their inferred preferences for tags. They proposed to combine tag preference inference algorithms with tag-aware recommender and showed empirically that their approach outperforms classic CF algorithms. Although at least three dimensions of data are considered in these approaches, they are not directly generalizable to more dimensions of information. Besides, most of these approaches do not have the ability to incorporate latent multidimensional relations in data for recommendation making. These disadvantages limit their recommendation capacity.

Differently, latent factor models enjoy the ability to discover latent relationships from a holistic perspective. For this category of CF models, a newly emerging stream of methods focusing on multidimensional data is tensor factorization. TF-based recommendation models formulate users, items and additional dimensions such as tags, as multidimensional matrices which are called tensors. Multiverse Recommendation (Karatzoglou et al. 2010) is a TF-based model for context-aware item recommendation which utilizes Tucker Decomposition (TD) for rating prediction task with the user-item-context N-dimensional tensor data. Time is used as the context in this method. Rendle et al. proposed a different approach for creating the initial tensor which expresses user-item-tag relations (Rendle et al. 2009). Instead of using the 0/1 interpretation scheme, they used a so-called Post-Based Ranking Interpretation (PBRI). Symeonidis et al. introduced a unified framework which provides three types of recommendations in STS, using a 3-order tensor to model the relations of users, items, and tags (Symeonidis et al. 2010). Multi-way latent semantic analysis is conducted using Higher-Order Singular Value Decomposition (HOSVD). They reported superior recommendation performance of their model for item recommendation compared to other approaches. To sum up, the TF-based CF models enjoy similar advantages of 2-dimensional latent factor models and are able to use more information from additional dimensions. However, although these approaches hold the holistic perspective of data with latent relationships discovered, they neglect the localized relations which usually are extracted by nearest
neighbourhood approaches. Additionally, in real-world implementations, some other drawbacks like low computing efficiency, curse of dimensionality or lengthy training time may become severe problems as the size and dimensions of the data increase, while neighbourhood-based CF usually performs much better when these concerns matter a lot.

As aforementioned, the extraction and utilization of global latent relations and explicit user’s/item’s localized relations are the core of most CF approaches to provide quality recommendations. However, no research has been done to incorporate all these three layers of relations for making item recommendations. Furthermore, no previous work has proposed a generalizable multidimensional method for user/item profiling and neighbourhood formation. We believe that a novel CF approach effectively utilizing multidimensional latent relations and localized explicit relations possesses an all-sided view of data relations and thus has the ability to provide recommendation of high accuracy, while still enjoy the desirable efficiency in practice. This is the focus of this paper.

3 Multidimensional Collaborative Filtering
Fusion
In this paper, for the sake of simplicity, we will describe the proposed approaches with three dimensions: users, items, and tags, as in the context of STS. In fact, tags can be replaced with other entities such as item features or categories. The profiling and recommendation approaches proposed in this section can be generalized to data with more dimensions. We define $U$, $I$ and $T$ as disjoint non-empty finite sets, whose elements are users, items and tags, respectively. In this way, the data is 3-dimensional.

3.1 Multidimensional User/Item Profiling
In this section, we propose a multidimensional profiling approach for users and items. In our approach, the 3-dimensional user-item-tag data is represented as a 3-order tensor $\mathcal{A} \in \mathbb{R}^{U \times I \times T}$, in which a tensor element is represented by a 3-tuple $(u, i, t)$. In the simplest case, the value of $(u, i, t)$ is defined as:

$$e_{u,i,t} = \begin{cases} 1, & \text{if the transaction } (u, i, t) \text{ exists} \\ 0, & \text{otherwise} \end{cases}$$

For social tagging, a transaction or tag assignment $(u, i, t)$ exists if user $u$ collected item $i$ with tag $t$.

Generally, users’ item preferences are represented by users’ explicit ratings or implicit ratings. In the context of this paper, the item preference of a user $u$ to an item $i$, denoted as $r_{u,i}$, is defined as $r_{u,i} = 1$ if $u$ collected $i$ with at least one tag, otherwise $r_{u,i} = 0$ indicating that the user’s preference to this item is unknown.

Matricization, also known as unfolding or flattening, is the process of reordering the elements of an $N$-order tensor into a matrix (Kolda and Bader 2009, Acar and Yener 2009). Some decomposition techniques apply matricization to tensors for extracting and explaining data properties in order to understand the data structure. Illustration of a matricization operation for a 3-order tensor $\mathcal{A} \in \mathbb{R}^{U \times I \times T}$ is given in Figure 1. The three modes/dimensions of the tensor $\mathcal{A}$ are users ($U$), items ($I$) and tags ($T$). Figure 1 shows the $U$-mode unfolding of the tensor $\mathcal{A}$, denoted as $\mathcal{A}(U) \in \mathbb{R}^{U \times [I \times T]}$.

![Figure 1: Matricization of a 3-order tensor](image)

Formally, in the mode-$n$ matricization of a 3-order tensor $\mathcal{A} \in \mathbb{R}^{I \times I \times T}$, a tensor element $(i_n, j, k)$ maps to a matrix element $(i_n, j)$ (Kolda and Bader 2009), where

$$f = 1 + \sum_{k=1}^{3}(i_k - 1)/j_k$$

and $J_k = \prod_{m=1 \atop m \neq n}^{N} i_m$. Inspired by the tensor matricization, we propose to represent users and items by matricizing the tensor $\mathcal{A} \in \mathbb{R}^{U \times I \times T}$ by $U$-mode and by $I$-mode. In this way, users are represented by vectors instead of matrices in which each user $u$ is represented by a binary vector $u^e$. Each element $u^e_k$ in $u^e$ corresponds to an item-tag pair $(i, t)$, and $u^e_k = 1$ if $e_{u,i,t} = 1$, otherwise $u^e_k = 0$. Items’ representations are similarly formed. The outcomes of the two matricization operations are two matrices: a matrix $\mathcal{A}(U) \in \mathbb{R}^{U \times [I \times T]}$ with $U$ mapped to row vectors and a matrix $\mathcal{A}(I) \in \mathbb{R}^{I \times [U \times T]}$ with $I$ mapped to row vectors.

Hence, $\mathcal{A}(U)$ can be represented as a vector $u^e < u^e_1, u^e_2, ..., u^e_\|U\| >^1$ and $\mathcal{A}(I)$ can be represented as a vector $i^e < i^e_1, i^e_2, ..., i^e_\|I\| >^1$, where $u^e$ and $i^e$ represent a user and an item respectively, are the following vectors:

$$u^e = < e_{u,1, t_1}, e_{u,2, t_1}, ..., e_{u,\|I\|, t_1} >^T$$

$$i^e = < e_{1, i_1, t_1}, e_{2, i_1, t_1}, ..., e_{\|T\|, i_1, t_1} >^T$$

Compared to the tag-aware CF fusion model (Tso-Sutter et al. 2008), the user and item profiles created by the matricization of tensors can essentially preserve the multidimensional semantic relations in the data. However, this also brings up new problems. First, matricization of tensors may lead to misinterpretation if the data are noisy (Acar and Yener 2009). Also, since usually the number of items and tags are quite large, tensor matricization could deteriorate the efficiency of neighborhood formation using the $U$-mode and $I$-mode unfolding matrices $\mathcal{A}(U)$ and $\mathcal{A}(I)$ as the profiles of users and items, respectively. In order to solve these problems, we propose to conduct SVD on $\mathcal{A}(U)$ and $\mathcal{A}(I)$ to discover the latent factors and to reduce the representation spaces.

We apply SVD on the matrix $\mathcal{A}(U)$ and matrix $\mathcal{A}(I)$ separately in the same way. Taking $\mathcal{A}(U)$ as an example, through factorizing the matrix $\mathcal{A}(U)$ via the SVD process, latent factors can be extracted and $\mathcal{A}(U)$ can be represented as:

$$\mathcal{A}(U) = U_{|U| \times |U|} \cdot \Sigma_{|U| \times |I||T|} \cdot V^T_{|I||T| \times |U||T|}$$

(2)
By preserving a certain amount of information in the data, i.e., specifying the number of factors to be retained as \( k_u \leq |U| \), we can project the representations of users from the vector space \( \mathbb{R}^{1\times |I|} \) onto the latent factor space \( \mathbb{R}^{k_u} \), so as to reduce the dimensions of user profile representations. The space projection operation is fulfilled by the following equation:

\[
\mathbf{UF}_{[U] \times k_u} = \mathbf{U}_{[U] \times k_u} \cdot \mathbf{S}_{k_u \times k_u}
\]

(3)

where \( \mathbf{U}_{[U] \times k_u} \in \mathbb{R}^{[U] \times k_u} \) and \( \mathbf{S}_{k_u \times k_u} \in \mathbb{R}^{k_u \times k_u} \) represent the truncated matrices of \( \mathbf{U}_{[U] \times |I|} \) and \( \mathbf{S}_{|I| \times |I|} \) respectively, given the number of factors \( k_u \). \( \mathbf{UF}_{[U] \times k_u} \) is a matrix where each row vector represents a user’s preference measurement in the new latent factor space.

With the reduced user representations, neighbourhood formation can proceed efficiently and accurately. We will discuss this in the next section.

Similar procedure can be defined to reduce item representations by applying SVD on the I-mode unfolding matrix \( \mathcal{A}(I) \) to generate a truncated matrix \( \mathcal{F}_{[I] \times k_i} \) with a given factor number \( k_i \) for the item space. The profiles of a user \( u \) and an item \( i \) in latent factor spaces are represented as follows:

\[
\overrightarrow{\mathbf{u}} = (f_u^1, f_u^2, \ldots, f_u^{|I|}) \\
\overrightarrow{\mathbf{i}} = (f_i^1, f_i^2, \ldots, f_i^{|U|})
\]

where \( \overrightarrow{\mathbf{u}} \) and \( \overrightarrow{\mathbf{i}} \) are row vectors in \( \mathbf{UF}_{[U] \times k_u} \) and \( \mathbf{UF}_{[I] \times k_i} \) respectively, \( 1 \leq k_u \leq |U| \), \( 1 \leq k_i \leq |I| \), \( k_u \) and \( k_i \) are the given numbers of factors for decomposing \( \mathcal{A}(U) \) and \( \mathcal{A}(I) \) respectively.

The extension of the multidimensional profiling approaches proposed in this section to N-dimensional data is straightforward. For the mode-\( n \) matricization of an \( N \)-order tensor \( \mathcal{A} \in \mathbb{R}^{l_1 \times l_2 \times \cdots \times l_N} \), a tensor element \((i_1, i_2, \ldots, i_N)\) maps to a matrix element \((i_u, j)\), where \( j = 1 + \sum_{k=1}^{N} (i_k - 1)j_k \) with \( j_k = \prod_{m=1}^{N} l_m \) (Kolda and Bader 2009).

In Section 3.2 and Section 3.3, we propose to integrate the multidimensional profiling methods into two neighbourhood-based CF approaches and further propose the MCFF approach based on this profiling method.

### 3.2 Multidimensional Neighbourhood-based Collaborative Filtering

In this section, we present a user-based CF algorithm integrated with the multidimensional user profiling approach proposed in Section 3.1. The item-based CF algorithm can be similarly integrated with the proposed multidimensional item profiling approach.

The standard user-based CF algorithm (Su and Khoshgoftaar 2009) works with the following procedure:

First, formulate user interests into user profiles for each user. For example, Tso-Sutter et al. proposed to extend the typical user-item matrix with tags which are taken as pseudo users and pseudo items (Tso-Sutter et al. 2008). Differently, user profiles in our approach are created by the multidimensional profiling method presented in Section 3.1.

Secondly, generate user neighbourhoods based on a predefined similarity measurement between any two users, such as Jaccard similarity or Cosine similarity. In our approach, since the user profiles are vectors consisting of real numbers, Cosine similarity is used and it is given in Equation (4):

\[
sim(u_i, u_j) = \text{Cosine}(u_i, u_j) = \frac{\mathbf{u}_i \cdot \mathbf{u}_j}{\|\mathbf{u}_i\| \|\mathbf{u}_j\|}
\]

(4)

Finally, for each target user, based on the item preferences of this user’s neighbour users, compute a preference prediction for each new item and then produce a ranked list of top-N item recommendation. The preference prediction \( P_{u,t}^{\text{MCFF}} \) to a new item \( i \) for a target user \( u \) is given as:

\[
P_{u,t}^{\text{MCFF}} = \sum_{v \in N_u} \left( r_{u,v} \cdot \sin(u, v) \right)
\]

(5)

where \( N_u \) are the neighbour users of target user \( u \). \( I_u \) is the set of items collected by user \( u \). \( r_{u,v} \) which is user \( v \)’s item preference for item \( i \) is defined in Section 3.1.

Likewise, item-based CF with multidimensional item profiling can be formulated similarly:

\[
P_{u,i}^{\text{MCFF}} = \sum_{j \in I_u} \left( r_{u,i} \cdot \sin(i,j) \right)
\]

(6)

where \( N_j \) are the neighbour items of a collected item \( j \) which are new to user \( u \). \( I_u \) is the set of items collected by user \( u \), and \( \sin(i,j) \) is the similarity between item \( i \) and item \( j \).

Thereby, the two multidimensional neighbourhood-based CF approaches are proposed. They are able to use 3-dimensional user-item-tag data to profile users and items more accurately as stated in Section 3.1. In Section 4, we will empirically demonstrate the multidimensional neighbourhood-based CF approaches can show better recommendation performance than their standard counterparts.

### 3.3 Fusing User-based and Item-based CF for Multidimensional Item Recommendation

As an additional dimension of transaction data beyond users and items, tags can be seen as features specific to individual transactions, i.e., they are usually related to users and items at the same time. That is, tags (or additional features of other types) are local information for transactions. In this way, the relations in the multidimensional data seen from the aspects of users or items can be different. For example, a user collects the movie “Titanic” with the tag “love”, a different user collects the same movie with the tag “disaster”. This indicates a recommendation model which can appropriately utilize localized neighbourhood relations from both user and item perspectives may lead to improvement of recommendation quality, which forms the basis of some previous works (Wang et al. 2006, Tso-Sutter et al. 2008, Bar et al. 2013, Lee and Olafsson 2009).

In Section 3.2, two neighbourhood-based CF approaches with multidimensional user and item profiling have been proposed. A CF fusion approach can be used to unify the power of user neighborhoods and item neighborhoods together for recommendation. In this section, we propose a Multidimensional CF Fusion
(MCFF) approach which fuses the two neighbourhood relations in a way similar to the tag-aware CF fusion model (Tso-Sutter et al. 2008).

CF fusion for the top-N item recommendation task is done by combining the predictions of user-based and item-based CF approaches. In order to compare our MCFF approach with the tag-aware CF fusion model, following the tag-aware CF fusion model, the predictions of user-based CF part and item-based CF part in our fusion approach are computed differently. For the predicting item problem in user-based CF part, recommendations are a list of items that is ranked by decreasing frequency of occurrence in the ratings of his/her neighbours. The following equation gives the preference prediction of user $u$ for an unused item $i$ by the user-based CF part in the fusion model:

$$p_{u,i}^{MU CF_2} = \frac{|\{v| u \in N_u, i \in I_v\}|}{|N_u|}$$

where $N_u$ are the neighbour users of target user $u$, and $I_v$ is the set of items used by a neighbour user $v$.

For the item-based CF part, the top-N item recommendation is to compute a list of items that is ranked by the decreasing sum of the similarities of neighbouring items, which have been used by user $u$. This preference prediction of the item-based CF part is given by Equation (6).

Since the preference predictions computed by user-based CF and item-based CF come from different computation methods, they have different scales of values. A normalization process of the preference predictions is needed to unify the recommendations from the two neighborhood-based CF parts, which produces the final preference prediction used for top-N item recommendation ranking:

$$p_{u,i}^{MCFF} = \lambda \cdot \frac{p_{u,i}^{MU CF_2}}{\sum_{j \in \hat{I}_u} p_{u,j}^{MU CF_2}} + (1 - \lambda) \cdot \frac{p_{u,i}^{MI CF}}{\sum_{j \in \hat{I}_u} p_{u,j}^{MI CF}}$$

where $0 \leq \lambda \leq 1$, $\hat{I}_u$ is the set of new items to be recommended to target user $u$. Note the neighbourhood sizes of users and items are defined by the same parameter $k$.

The proposed MCFF approach for multidimensional data can reasonably enhance the recommendation performance, since this approach is able to not only efficiently utilize the multidimensional semantic relations, but also bring out the recommendation power of the localized neighbourhood relations of both users and items. In addition, the application of dimensionality reduction to the unfolded matrices can dramatically reduce the dimension problem while preserving the multidimensional interaction. In fact, our empirical analysis has shown that the proposed MCFF approach provides very promising performance.

4 Evaluation

In this section, we present empirical analysis based on real data collected from Bibsonomy and Delicious. Experimental results show the high effectiveness of the proposed multidimensional user/item profiling approach for making recommendations. The evaluation results of MCFF approach show significantly superior performances compared to other state-of-the-art CF approaches for multidimensional data.

4.1 Datasets

We conducted experiments using datasets from Bibsonomy (Knowledge and Data Engineering Group 2007) and Delicious (Wetzker et al. 2008). The Bibsonomy dataset was collected on 30 April 2007. The Delicious dataset was collected on January 2004. Following the evaluation of TF approach (Symeonidis et al. 2010) to make the datasets less sparse, the notion of $p$-core (Jäschke et al. 2007) was applied to the datasets. The $p$-core of level $k$ means that each user, tag and item has/occurs in at least $k$ posts. Following the evaluation of the TF approach, we use $k = 5$ for both of the two datasets. The original Delicious dataset contains 2419 users, 30838 items and 10926 tags. With $k = 5$, the Delicious dataset contains 216 users, 337 items, and 247 tags. The Bibsonomy dataset we obtained is already applied with $k = 5$ by the dataset provider, Knowledge and Data Engineering Group (Knowledge and Data Engineering Group 2007), and it contains 116 users, 361 items and 412 tags.

4.2 Evaluation Settings

4.2.1 Recommendation Models

Following are the proposed approaches to be examined:

- **Multidimensional Item-based CF (MICF).** This is the item-based CF approach integrated with the multidimensional item profiling proposed in Section 3.2.
- **Multidimensional User-based CF (MuCF).** This is the user-based CF approach integrated with the multidimensional user profiling proposed in Section 3.2.
- **Multidimensional CF Fusion (MCFF).** This is the multidimensional CF fusion approach proposed in Section 3.3.

In order to compare our proposed approaches against state-of-the-art recommendation algorithms as well as conventional neighborhood-based CF approaches, we have adopted the following models as the baseline models:

- **Item-based CF (iCF).** This is the item-based CF approach (Deshpande and Karypis 2004). It is actually a 2-dimensional recommendation method with the implicit rating data as input.
- **User-based CF (uCF).** This is the user-based CF approach (Adomavicius and Tuzhilin 2005). Similar to iCF, it is also a 2-dimensional recommendation method with the implicit rating data as input.
- **Tag-aware CF Fusion (tCF).** This CF fusion model uses tags as pseudo users in item-based CF and as pseudo items in user-based CF to extend the profiling ability of the two approaches (Tso-Sutter et al. 2008).
- **Tensor Factorization based CF (TF).** Symeonidis et al. proposed a tensor factorization based recommender framework which uses HOSVD for factorizing 3-order user-item-tag tensors (Symeonidis et al. 2010). They use kernel-SVD in the process to further improve the recommendation accuracy of the
reconstructed tensors. Item recommendations are generated directly based on reconstructed tensors.

4.2.2 Evaluation Metrics
To evaluate the performance of top-N item recommendation, we adopt precision, recall and F1 score as the evaluation metrics (Herlocker et al. 2004). We conducted a 5-fold cross validation. For each run, we randomly choose 75% observed data of each user to form the training set, and the remaining 25% are used as testing data for evaluation.

4.2.3 Algorithms’ Settings
Following are the specific settings used in the algorithms to be evaluated for the datasets.

- **iCF.** We have varied the parameter for the item neighbourhood size from 10 to 300 with a step size of 5 for the two datasets. For the Bibsonomy dataset, the best result was achieved when the item neighbourhood size equals to 100. For the Delicious dataset, the best result was achieved when the neighbourhood size equals to 40.

- **uCF.** For the Bibsonomy dataset, we have varied the parameter for the user neighbourhood size from 10 to 100 with a step size of 5, and the best result was achieved when the neighbourhood size equals to 30. For the Delicious dataset, we have varied the parameter for the neighbourhood size from 10 to 200 with a step size of 5, and the best result was achieved when the neighbourhood size equals to 30.

- **TF.** We follow the TF-based recommendation approach (Symeonidis et al. 2010) to determine the three dimensional parameters of core tensors. For the Bibsonomy dataset, we found when the three parameters were set as 96, 60 and 274 this model achieved its best results. For the Delicious dataset, we found when the three parameters were set as 61, 96 and 211 this model achieved its optimal results.

- **tCFF.** For both of the two datasets, we have varied the parameter from 0 to 1 by an interval of 0.1 and the neighborhood k parameter from 10 to 300 by an interval of 5 for the two datasets. For the Bibsonomy dataset, we set the factor number parameter \( k_i \) as 343 and \( k_u \) as 114. We have found the best \( \lambda \) was 0.4 and \( k \) was 10. For the Delicious dataset, we set the factor number parameter \( k_i \) as 78 and \( k_u \) as 128. We have found the best \( \lambda \) to be 0.7 and \( k \) to be 30.

4.3 Experiment Results and Discussion
In this section, we present the detailed experiment results and discuss the performance of the recommendation models in terms of precision, recall and F1 score as the evaluation metrics.

4.3.1 Multidimensional Models
In this section, we compare the proposed multidimensional CF fusion model MCFF with two state-of-the-art multidimensional CF models: TF and tCFF. Specially, in Table 1 and Table 2, we give the precisions and recalls of the three recommenders for the Bibsonomy dataset respectively. Table 3 and Table 4 show the precisions and recalls of them for the Delicious dataset.

For each top-N value in Table 1 to Table 4, the largest values in each row are made bold to be more visible. The improvement of MCFF against the larger one between TF and tCFF is given in the last column for each line.

<table>
<thead>
<tr>
<th>Top-N</th>
<th>TF</th>
<th>iCF</th>
<th>MCFF</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.137931</td>
<td>0.112068</td>
<td>0.189655</td>
<td>37%</td>
</tr>
<tr>
<td>2</td>
<td>0.133620</td>
<td>0.116379</td>
<td>0.176724</td>
<td>32%</td>
</tr>
<tr>
<td>3</td>
<td>0.123563</td>
<td>0.120689</td>
<td>0.186781</td>
<td>51%</td>
</tr>
<tr>
<td>4</td>
<td>0.107758</td>
<td>0.120689</td>
<td>0.176724</td>
<td>46%</td>
</tr>
<tr>
<td>5</td>
<td>0.106897</td>
<td>0.115517</td>
<td>0.158621</td>
<td>37%</td>
</tr>
<tr>
<td>6</td>
<td>0.097701</td>
<td>0.107758</td>
<td>0.143678</td>
<td>33%</td>
</tr>
<tr>
<td>7</td>
<td>0.093596</td>
<td>0.102216</td>
<td>0.139162</td>
<td>36%</td>
</tr>
<tr>
<td>8</td>
<td>0.089439</td>
<td>0.092672</td>
<td>0.127155</td>
<td>37%</td>
</tr>
<tr>
<td>9</td>
<td>0.083333</td>
<td>0.089080</td>
<td>0.118773</td>
<td>33%</td>
</tr>
<tr>
<td>10</td>
<td>0.079310</td>
<td>0.082758</td>
<td>0.109482</td>
<td>32%</td>
</tr>
</tbody>
</table>

Table 1: Precisions of the three recommendation models for Bibsonomy dataset

<table>
<thead>
<tr>
<th>Top-N</th>
<th>TF</th>
<th>iCF</th>
<th>MCFF</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.029386</td>
<td>0.026598</td>
<td>0.043586</td>
<td>48%</td>
</tr>
<tr>
<td>2</td>
<td>0.057867</td>
<td>0.055901</td>
<td>0.078361</td>
<td>35%</td>
</tr>
<tr>
<td>3</td>
<td>0.078496</td>
<td>0.086119</td>
<td>0.127735</td>
<td>48%</td>
</tr>
<tr>
<td>4</td>
<td>0.088341</td>
<td>0.112434</td>
<td>0.150250</td>
<td>34%</td>
</tr>
<tr>
<td>5</td>
<td>0.110382</td>
<td>0.133640</td>
<td>0.171977</td>
<td>29%</td>
</tr>
<tr>
<td>6</td>
<td>0.122768</td>
<td>0.145023</td>
<td>0.181867</td>
<td>25%</td>
</tr>
<tr>
<td>7</td>
<td>0.143122</td>
<td>0.165190</td>
<td>0.202885</td>
<td>23%</td>
</tr>
<tr>
<td>8</td>
<td>0.156869</td>
<td>0.173811</td>
<td>0.211089</td>
<td>21%</td>
</tr>
<tr>
<td>9</td>
<td>0.161842</td>
<td>0.180211</td>
<td>0.222519</td>
<td>23%</td>
</tr>
<tr>
<td>10</td>
<td>0.171433</td>
<td>0.182537</td>
<td>0.225577</td>
<td>24%</td>
</tr>
</tbody>
</table>

Table 2: Recalls of the three recommendation models for Bibsonomy dataset
Since for both of the two datasets, we applied $p$-core of level $k$ with $k = 5$, this indicates more relations regarding tags can lead to further recommendation improvement of MCFF.

### 4.3.2 Single Neighbourhood-based CF Models

In this section, in order to evaluate the effectiveness of the proposed multidimensional profiling approach, we compare the two multidimensional neighbourhood-based CF models MuCF and MiCF proposed in Section 3.1 and in Section 3.2, with their corresponding neighbourhood-based CF approaches, uCF and iCF. Specifically, in Table 5 and Table 6, we give the precisions and recalls of the recommenders for the Bibsonomy dataset. Table 7 and Table 8 present the precisions and recalls for the Delicious dataset.

<table>
<thead>
<tr>
<th>Top-N</th>
<th>TF</th>
<th>tCFF</th>
<th>MCFF</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.045370</td>
<td>0.052778</td>
<td>0.055556</td>
<td>5%</td>
</tr>
<tr>
<td>6</td>
<td>0.043210</td>
<td>0.047839</td>
<td>0.051698</td>
<td>8%</td>
</tr>
<tr>
<td>7</td>
<td>0.041667</td>
<td>0.043650</td>
<td>0.048942</td>
<td>12%</td>
</tr>
<tr>
<td>8</td>
<td>0.039931</td>
<td>0.041667</td>
<td>0.048611</td>
<td>17%</td>
</tr>
<tr>
<td>9</td>
<td>0.039095</td>
<td>0.040637</td>
<td>0.045267</td>
<td>11%</td>
</tr>
<tr>
<td>10</td>
<td>0.036111</td>
<td>0.039351</td>
<td>0.043056</td>
<td>9%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Top-N</th>
<th>TF</th>
<th>tCFF</th>
<th>MCFF</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.019424</td>
<td>0.027160</td>
<td>0.020634</td>
<td>-24%</td>
</tr>
<tr>
<td>2</td>
<td>0.034509</td>
<td>0.038760</td>
<td>0.047653</td>
<td>23%</td>
</tr>
<tr>
<td>3</td>
<td>0.044501</td>
<td>0.052114</td>
<td>0.061341</td>
<td>18%</td>
</tr>
<tr>
<td>4</td>
<td>0.054370</td>
<td>0.068900</td>
<td>0.073687</td>
<td>10%</td>
</tr>
<tr>
<td>5</td>
<td>0.064748</td>
<td>0.082688</td>
<td>0.087268</td>
<td>6%</td>
</tr>
<tr>
<td>6</td>
<td>0.075743</td>
<td>0.088154</td>
<td>0.094109</td>
<td>7%</td>
</tr>
<tr>
<td>7</td>
<td>0.084790</td>
<td>0.094230</td>
<td>0.103740</td>
<td>10%</td>
</tr>
<tr>
<td>8</td>
<td>0.093124</td>
<td>0.102312</td>
<td>0.116831</td>
<td>14%</td>
</tr>
<tr>
<td>9</td>
<td>0.101303</td>
<td>0.110299</td>
<td>0.122129</td>
<td>11%</td>
</tr>
<tr>
<td>10</td>
<td>0.105161</td>
<td>0.119326</td>
<td>0.126539</td>
<td>6%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Top-N</th>
<th>TF</th>
<th>tCFF</th>
<th>MCFF</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.112068</td>
<td>0.120689</td>
<td>0.086206</td>
<td>0.137331</td>
</tr>
<tr>
<td>2</td>
<td>0.103448</td>
<td>0.112689</td>
<td>0.081986</td>
<td>0.185348</td>
</tr>
<tr>
<td>3</td>
<td>0.117816</td>
<td>0.117816</td>
<td>0.080459</td>
<td>0.175287</td>
</tr>
<tr>
<td>4</td>
<td>0.116379</td>
<td>0.107754</td>
<td>0.071120</td>
<td>0.163739</td>
</tr>
<tr>
<td>5</td>
<td>0.103448</td>
<td>0.100500</td>
<td>0.074137</td>
<td>0.143719</td>
</tr>
<tr>
<td>6</td>
<td>0.094828</td>
<td>0.094828</td>
<td>0.070402</td>
<td>0.128763</td>
</tr>
<tr>
<td>7</td>
<td>0.086206</td>
<td>0.093596</td>
<td>0.065270</td>
<td>0.120689</td>
</tr>
<tr>
<td>8</td>
<td>0.081896</td>
<td>0.089440</td>
<td>0.062500</td>
<td>0.115301</td>
</tr>
<tr>
<td>9</td>
<td>0.083333</td>
<td>0.086123</td>
<td>0.059366</td>
<td>0.107279</td>
</tr>
<tr>
<td>10</td>
<td>0.083620</td>
<td>0.084483</td>
<td>0.058620</td>
<td>0.101724</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Top-N</th>
<th>uCF</th>
<th>MuCF</th>
<th>iCF</th>
<th>MiCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.026087</td>
<td>0.030420</td>
<td>0.018813</td>
<td>0.029581</td>
</tr>
<tr>
<td>2</td>
<td>0.056409</td>
<td>0.049024</td>
<td>0.035600</td>
<td>0.080644</td>
</tr>
<tr>
<td>3</td>
<td>0.082994</td>
<td>0.080327</td>
<td>0.050214</td>
<td>0.115904</td>
</tr>
<tr>
<td>4</td>
<td>0.101750</td>
<td>0.089840</td>
<td>0.058876</td>
<td>0.148074</td>
</tr>
<tr>
<td>5</td>
<td>0.112656</td>
<td>0.107882</td>
<td>0.076505</td>
<td>0.160539</td>
</tr>
<tr>
<td>6</td>
<td>0.123729</td>
<td>0.117051</td>
<td>0.085358</td>
<td>0.174338</td>
</tr>
<tr>
<td>7</td>
<td>0.128354</td>
<td>0.132278</td>
<td>0.095928</td>
<td>0.190031</td>
</tr>
<tr>
<td>8</td>
<td>0.136575</td>
<td>0.141515</td>
<td>0.103297</td>
<td>0.208111</td>
</tr>
<tr>
<td>9</td>
<td>0.154755</td>
<td>0.153659</td>
<td>0.111193</td>
<td>0.213270</td>
</tr>
<tr>
<td>10</td>
<td>0.169037</td>
<td>0.161369</td>
<td>0.120339</td>
<td>0.218762</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Top-N</th>
<th>uCF</th>
<th>MuCF</th>
<th>iCF</th>
<th>MiCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.069444</td>
<td>0.069444</td>
<td>0.050025</td>
<td>0.046296</td>
</tr>
<tr>
<td>2</td>
<td>0.064814</td>
<td>0.064814</td>
<td>0.034722</td>
<td>0.050925</td>
</tr>
<tr>
<td>3</td>
<td>0.055556</td>
<td>0.060185</td>
<td>0.038580</td>
<td>0.040123</td>
</tr>
<tr>
<td>4</td>
<td>0.048611</td>
<td>0.061342</td>
<td>0.037037</td>
<td>0.040509</td>
</tr>
<tr>
<td>5</td>
<td>0.047222</td>
<td>0.053703</td>
<td>0.037962</td>
<td>0.041666</td>
</tr>
<tr>
<td>6</td>
<td>0.043209</td>
<td>0.047068</td>
<td>0.033953</td>
<td>0.040123</td>
</tr>
<tr>
<td>7</td>
<td>0.041005</td>
<td>0.042328</td>
<td>0.031084</td>
<td>0.038359</td>
</tr>
<tr>
<td>8</td>
<td>0.039352</td>
<td>0.040509</td>
<td>0.030092</td>
<td>0.035301</td>
</tr>
<tr>
<td>9</td>
<td>0.037037</td>
<td>0.038065</td>
<td>0.029320</td>
<td>0.033951</td>
</tr>
<tr>
<td>10</td>
<td>0.036574</td>
<td>0.037037</td>
<td>0.028703</td>
<td>0.035185</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Top-N</th>
<th>uCF</th>
<th>MuCF</th>
<th>iCF</th>
<th>MiCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.025733</td>
<td>0.024035</td>
<td>0.013966</td>
<td>0.016497</td>
</tr>
<tr>
<td>2</td>
<td>0.043518</td>
<td>0.043056</td>
<td>0.016975</td>
<td>0.031177</td>
</tr>
<tr>
<td>3</td>
<td>0.054754</td>
<td>0.056565</td>
<td>0.028877</td>
<td>0.036236</td>
</tr>
<tr>
<td>4</td>
<td>0.061021</td>
<td>0.073894</td>
<td>0.039293</td>
<td>0.048769</td>
</tr>
</tbody>
</table>
Table 8: Recalls of the single neighbourhood-based CF models for Delicious dataset

For both precision and recall, as we can see in Table 5 to Table 8, MiCF shows superior performance than iCF consistently. This is because the multidimensional item profiling approach is able to take into consideration the additional tag information and to utilize the 3-dimensional relationships, which leads to more refined item profiles. With this, neighbourhood formation is more accurate and thus the recommendation shows improved performance.

Interestingly, the comparison of MuCF against uCF is not consistent on the two datasets for precision and recall, as shown in Table 5 to Table 8. This phenomenon may be explained by the quantitative differences between users and items in the datasets. Since the unfolding matrices used in MuCF and in MiCF come from the same tensor, the information provided by these two matrices are essentially the same. Under this condition, the smaller number of users compared to items means there are larger number of non-zero elements in $\mathbf{u}$ than in $\mathbf{i}$. In Figure 2 and Figure 3, we present the distribution of counts of tag assignments (i.e., 3-tuple $(u, i, t)$) of each user and of each item in the two datasets, which are the non-zero elements in $\mathbf{u}$ and in $\mathbf{i}$. We sorted the user indices and item indices by the counts of tag assignments in ascending order to make the curves smooth. The red circles represent the counts of tag assignments of each user, and the blue squares correspond to that of items. As we can see, averagely each user has more tag assignments than each item does. Also, because the numbers of users are smaller than the items in the two datasets, the available factors in $\mathbf{u}$ will be less than those in $\mathbf{i}$. This implies the reduction from $\mathbf{u}$ to $\mathbf{u}'$ leads to potentially more information loss than that from $\mathbf{i}$ to $\mathbf{i}'$. In this way, $\mathbf{u}'$ may not always provide sufficient information for each user in MuCF to generate more accurate profiles than what uCF does. On the other hand, for uCF and iCF, it is also due to the lower number of users and higher number of items that the profiles generated in uCF can be better than that generated by iCF. Because each user in uCF can potentially have more information for profiling. Moreover, it also increases the possibility for uCF to obtain neighbourhoods with higher quality than iCF. This results in the better performance of uCF over iCF.

observation was given previously by Desrosiers and Karypis (2011). Thus, the improvement of MuCF over uCF is less effective as shown in Table 5 to Table 8.
Conclusion and Future Work

The increasing availability of multidimensional data and applications has provided recommender systems with new opportunities and challenges. In this paper, we proposed a multidimensional profiling approach for users and items for neighbourhood-based CF approaches, and proposed a multidimensional CF fusion approach based on that. We first model multidimensional data as a tensor. Through unfolding the tensor by different modes of the tensor, the multidimensional relations in the data can be exposed and used for user/item representation. We further utilize SVD to reduce the dimensionality and remove irrelevant noise in data. Then, based on the latent factors obtained, we can profile users and items efficiently and effectively. Note other dimensions in the data, e.g., tags, can also be profiled using a similar method if needed. After that, the conventional user-based CF and item-based CF can be enhanced using the multidimensional profiling technique. Finally, a novel CF fusion approach is proposed to unify the two multidimensional neighbourhood-based CF approach and thus gain superior recommendation performance. Additional feature information can be easily utilized via the proposed multidimensional profiling approach. Besides, recommendation of entities other than users and items, e.g. tags, can also be done by similar strategy. Experimental studies of the proposed multidimensional CF fusion approach on the Bibsonomy and Delicious datasets have shown significant improvements with regards to precision, recall and F1 score, compared to other state-of-the-art recommendation models. This confirms the proposed multidimensional profiling and CF fusion methods are effective.

For the future work, we intend to examine the integration of different types of additional features in the proposed approach, for example, time or location. Also, we want to explore the application of the proposed multidimensional profiling technique in tag recommender systems. For users who collected small numbers of items, the multidimensional relation for them are difficult to obtain because of the lack of sufficient information, this is also a problem worth looking into. We may give special attention to these special users in order to get a higher overall recommendation performance.
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Abstract

Recommender systems can help users deal with the information overload issue. Many real-world communities such as social media websites require real-time recommendation making to capture the recent updates of the communities. This brings challenges to existing approaches which mainly build recommendation models at offline. In this paper, we discuss real-time collaborative filtering recommendation approaches. The proposed approaches use locality sensitive hashing (LSH) to construct user or item blocks, which facilitate real-time neighborhood formation and recommendation making. The experiments conducted on a Twitter dataset demonstrate the effectiveness of the proposed approaches.
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1 Introduction

Recommender systems is one of the popular personalization applications, which help to solve the information overload issue of users in online communities, i.e., making suggestions regarding which information is most relevant to an individual user. Collaborative filtering approaches such as user-based and item-based K-nearest neighbor methods are widely used to make recommendations in various areas (Adomavicius & Tuzhilin 2005). Collaborative filtering recommender systems usually consist of two phases: (1) An offline model-building phase to build a model storing correlations between users and items. (2) An on-demand recommendation phase that uses the model to make recommendations (Chandramouli et al. 2011).

However, the traditional offline collaborative filtering recommender systems fail to capture the rapid changes of online communities to make real-time recommendations. For example, with the rapid growth of users in social media communities, there are a large number of micro-blog topics emerging every day. They include not only a small number of hot or stream topics but also a large number of less popular topics. Thus, it is important to recommend personally interesting topics to users (Liang et al. 2012). However, since the topics of micro-blogs are constantly changing, it brings difficulty for an offline-built model to capture the latest updates in social media communities (Liang et al. 2012).

Neighborhood formation is the key component of collaborative filtering recommender systems. Typically, pair-wise comparisons such as cosine similarity calculation are commonly used to build the correlations (i.e. find the nearest neighbors of each user or item). To meet the requirement of real-time response, we need to decrease the number of pair-wise comparisons and find the nearest neighbor users and candidate items quickly. Blocking or indexing techniques can help to significantly decrease the number of comparisons (Christen 2012). The objects in a database can be inserted into one or more blocks according to some blocking criteria, such that only objects within a block are compared with each other. The current blocking techniques are mainly focusing on content features, such as inverted indexing of keywords, and phonetic encoding functions (e.g., Soundex, Double Metaphone) (Christen 2012). Locality sensitive hashing (LSH) (Gionis et al. 1999) is an approximate blocking approach that uses a set of hash functions to map data objects such as users or items within a certain distance range into the same block with a given probability. It can filter out those data objects with low similarities for a given data object, thus decreasing the number of comparisons (Gan et al. 2012). LSH can generate blocks quickly and has advantages such as dimension reduction, noise-tolerant, and similarity-preserving. It has been widely used in industries, such as personalized news recommendation in Google (Li et al. 2011).

We discuss real-time collaborative filtering recommendation approaches. The proposed approaches employ the LSH techniques to construct user and item blocks. Then, we propose approaches to form neighborhood and make recommendations in real-time, based on the generated user and item blocks.

2 Related Work

Recommender systems have been an active research area for more than a decade. The recommendation approaches based on explicit ratings are the major focus. The tasks of recommender systems include rating prediction and top-N recommendation. The former
task that is to predict the rating value a user will give to a rated item while the latter one is to recommend a set of unrated or new items to the target user (Adomavicius & Tuzhilin 2005). The Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) are widely used to measure the accuracy of the rating prediction while precision and recall are commonly used for the top $N$ recommendation. For explicit ratings, both tasks are applicable while for implicit ratings, the top $N$ recommendation is defined as generating a set of unrated or new items to the target user (Adomavicius & Tuzhilin 2005). Recommender systems can be broadly classified into three categories: content-based, collaborative filtering (CF), and hybrid approaches (Adomavicius & Tuzhilin 2005). The user-based and item-based $K$-nearest neighborhood collaborative filtering are widely used in various application areas.

Approximate blocking techniques such as LSH and tree-based indexing (Bawa et al. 2005) are widely used in nearest neighbor and similarity search in applications such as image search (Dong et al. n.d.), recommender systems (Li et al. 2011), and entity resolution (Kim & Lee n.d., Liang et al. 2014, Li et al. 2013). Recently, some work has been proposed to make real-time recommendations (Chandramouli et al. 2011). For example, Diaz-Aviles et al. (Diaz-Aviles et al. 2012) proposed real-time top $N$ matrix factorization recommendation in social streams. Moreover, approximate blocking techniques such as LSH and tree-based indexing (Bawa et al. 2005) are used to make efficient news recommendations (Li et al. 2011). However, how to make real-time collaborative filtering recommendations still needs to be explored.

3 Problem Definition

We define some key concepts used in this paper.

- **Users**: $U = \{u_1, u_2, ..., u_U\}$ contains all users in an online community who have rated or published items.
- **Items (i.e., Products, Topics)**: $C = \{c_1, c_2, ..., c_C\}$ contains all items rated or published by users in $U$. Items could be any type of online information resources or products in an online community such as web pages, video clips, music tracks, photos, movies, books, topics of micro-blogs (Liang et al. 2012) etc.
- **User profile**: A user profile is a collection of information about a user, such as demographic information, interests or preferences, opinions, friends or other network information. Users' interests or preferences are typical information to profile users. We use binary or numeric weight values for items to represent a user's interests or preferences for items.

Let $u_i \in U$ be a target user, $C_{u_i}$ be the item set that user $u_i$ already has, $C_{u}$ be the candidate item set that are unknown to user $u_i$, i.e., $C_u = C - C_{u_i}$. Let $c_j \in C_u$ be a candidate item, $A(u_i, c_j)$ be the predicted score of how much the user $u_i$ would be interested in item $c_j$. The problem of top $N$ item recommendation is defined as generating a set of ordered items $c_1, ..., c_m \in C_{u_i}$ to the user $u_i$, where $A(u_i, c_1) \geq ... \geq A(u_i, c_m)$.

4 The Proposed Approach

In this section, we discuss how to conduct real-time collaborative filtering recommendations. The system framework is shown in Figure 1. It describes the key components of real-time collaborative filtering recommender systems, including LSH blocking, neighborhood formation, and recommendation generation.

For real-time user-based collaborative filtering approach, we construct user blocks based on LSH blocking scheme. For a given target user $u_i \in U$, we firstly get the hash signatures of this user based on a LSH family. Then, $u_i \in U$ is allocated to a set of blocks that use the hash signatures as block identifiers. The users that are in the same blocks with $u_i \in U$ are selected as being the neighbor users of $u_i$. Then, we select the candidate items from the neighbor users and generate a list of recommended items to $u_i$.

For real-time item-based collaborative filtering approach, we construct item blocks based on a LSH blocking scheme. For a given target user $u_i \in U$, we get the hash signature of each item $c_j \in C_u$ based on a LSH family. Then, each item $c_j \in C_u$ is allocated to a set of blocks. The items that are in the same blocks with $c_j \in C_u$ are selected as being the neighbor items of item $c_j$. Then, the neighbor items are selected as the candidate items for user $u_i \in U$. The top $N$ ranked candidate items are selected as recommended items for $u_i \in U$.

In the following, we first discuss the LSH blocking scheme that is used to construct user or item blocks based on their cosine similarities. Then we discuss how to select nearest neighbor users or items based on the generated user or item blocks. After that, we discuss how to make real-time user-based and item-based recommendations.

4.1 LSH Blocking Scheme

Let $h$ denote a hash function for a given distance measure $D$, $Pr(i)$ denote the probability of an event $i$, $p_1$ and $p_2$ are two probability values, $p_1 > p_2$, $0 \leq p_1, p_2 \leq 1$. $h$ is called $(d_1, d_2, p_1, p_2)$-sensitive for $D$, for any data objects $x$ and $y$, the following conditions hold:

1. if $D(x, y) \leq d_1$ then $Pr(h(x) = h(y)) \geq p_1$
2. if $D(x, y) > d_2$ then $Pr(h(x) = h(y)) \leq p_2$

Popularly used LSH families include the minHash family for Jaccard distance (Anand & Ullman 2011), the random hyperplane projection family for Cosine distance (Anand & Ullman 2011), and the $p$-stable distribution family for Euclidean Distance (Anand & Ullman 2011). As Cosine distance/similarity is popularly used to measure the similarity of two items that are represented as vectors, we discuss how to generate user and item blocks based on a random hyperplane projection family that approximates the Cosine distance/similarity of two vectors.
4.1.1 Random Hyperplane Projection

The random projection method of LSH (Anand & Ullman 2011) is designed to approximate Cosine distance/similarity of any two vectors. The basic idea of this technique is to choose a $d$-dimensional random hyperplane and use the hyperplane to hash input vectors.

Given an input vector with $n$-dimensions $\vec{x}$, a family $\mathcal{H}_r$ of hash functions such that, for a randomly chosen vector $\vec{\vartheta} \in V$ in a $n$-dimensional space, a hashing function $h \in \mathcal{H}_r$ is defined as:

$$h(\vec{x}) = \begin{cases} 1 & \text{if } \vec{\vartheta} \cdot \vec{x} > 0; \\ 0 & \text{if } \vec{\vartheta} \cdot \vec{x} < 0 \end{cases}$$

Each possible choice of $\vec{\vartheta}$ defines a single hash function. This hash function produces a single bit signature for the input vector $\vec{x}$. $\mathcal{H}_r$ contains a set of such functions (i.e., $d$-dimension) and produces a set of bit signatures. Accordingly, the probability that such hash function family separates two vectors $\vec{x}$ and $\vec{y}$ is directly proportional to the angle between the two vectors (Anand & Ullman 2011):

$$Pr[h(\vec{x}) = h(\vec{y})] = 1 - \frac{\theta(\vec{x}, \vec{y})}{\pi}$$

Following Equation 1, we have,

$$\cos(\theta(\vec{x}, \vec{y})) = \cos((1 - Pr[h(\vec{x}) = h(\vec{y})])\pi)$$

(2)

Thus, Equation 2 provides us a way of approximately calculating Cosine distance/similarity between two vectors. A vector with dimension $n$ is mapped to a binary signature vector with dimension $d$ based on the hash family $\mathcal{H}_r$, usually $d \ll n$. From a probabilistic viewpoint, the more random vectors we use, the more accurate the Cosine distance/similarity between two vectors is. After we get the binary signature of two input vectors $\vec{x}$ and $\vec{y}$, we can use the Hamming distance of their signatures to measure their similarity or distance.

4.1.2 Random Bit Sampling for Hamming Distance

Usually computing the Hamming distance of data objects requires pair-wise similarity/distance calculation. For example, a target user needs to compare with all the other users. To reduce the number of pair-wise comparisons, we can generate blocks for the data objects based on their Hamming distance of signatures. We use random bit sampling (Anand & Ullman 2011) to approximate the Hamming distance over $d$-dimensional signature vectors $\{0, 1\}^d$.

A LSH family $\mathcal{F}$ for Hamming distance is simply the family of all the projections of data objects on one of the $d$ coordinates, i.e., $\mathcal{F} = \{ h : \{0, 1\}^d \rightarrow \{0, 1\}, h(x) = x_i, i = 1, \ldots, d \}$, where $x_i$ is the $i$th coordinate of $x$. A random function $h$ from $\mathcal{F}$ simply selects a random bit from the input vector. The basic signature is called a length-1 signature and the hash function is called a length-1 hash function.

To amplify the collision probability, given a $(d_1, d_2, p_1, p_2)$-sensitive family $\mathcal{F}$, we can construct new families $\mathcal{H}_s$, by the combination of AND-construction or OR-construction of $\mathcal{F}$ (Anand & Ullman 2011). Let $\mathcal{H}_s = \{ H_1, H_2, \ldots, H_l \}$ denote a LSH family that has $l$ number of length-$k$ hash functions. Each length-$k$ hash function is formed by AND-construction of $k$ length-1 hash functions. The $l$ number of hash functions of $\mathcal{H}_s$ has an “OR” relationship between each other. The collision probability of $\mathcal{H}_s$ can be estimated with $p_{\mathcal{H}_s} = 1 - (1 - p_{\mathcal{H}_r})^l$ where $p$ denotes the collision probability of a length-1 hash function.

The LSH blocking scheme $H$ that are used in this paper consists of two hash families, $H = \{\mathcal{H}_r, \mathcal{H}_s\}$. Firstly, we use a random hyperplane projection hash family $\mathcal{H}_r$ with $d$ hash functions to get a $d$-dimensional binary hash signature for each input vector. Then, for each generated hash signature vector, we use a random sampling hash family $\mathcal{H}_s$ to get $l$ length-$k$ hash signatures. $H$ has three parameters: $d$, $k$, and $l$. Figure 2 illustrate the process of getting the block signature for one input vector.

![Figure 2: The LSH Blocking Scheme](image)

4.2 Neighborhood Formation

Neighborhood formation is to generate a set of like-minded peers (i.e., similar users) for a target user $u_i \in U$ or a set of similar items for an item $c_i \in C$. This paper adopts the "$K$-Nearest-Neighbors" technique to find the neighborhood for a user or an item. Typically, the user based $K$-Nearest-Neighbor formation approach selects the top $K$ neighbor users with shortest distances to a user $u_i$ through computing the distances between user $u_i$ and all other users of $U$. While the item-based $K$-Nearest-Neighbor formation approach selects the top $K$ neighbor items with the shortest distances to an item $c_i$ through calculating the distances between item $c_i$ and all other items. The distance or similarity measure can be calculated through various kinds of proximity computing approaches such as Cosine similarity and Pearson correlation (Adomavicius & Tuzhilin 2005).

To find the neighborhood of each target user $u_i \in U$ quickly, we construct user blocks and item blocks for users and items respectively. A $|C|$-sized item vector with weight values (denoted as $\vec{w}$) which represents user $u_i$'s item preferences is used to profile user $u_i$. With the LSH blocking scheme $H$, we can get $l$ hash signatures (denoted as $S_j$) for user $u_i \in U$. The users that have the same signature will be allocated into the same block. Parameter $k$ decides the similarity threshold (i.e., Hamming distance threshold) of a block. The users in the same blocks with user $u_i$ are the neighbor users of $u_i$. Thus, we can form neighbourhood quickly via hashing. This approach can filter out users that have low similarities with the target user $u_i$. Then, decreasing the number of pair-wise comparisons. With hashing, we also can update the neighborhood of users quickly after users update their item preferences.

Similarly, we can construct item blocks for each item. For each item $c_j$, a $|U|$-sized user vector with weight values (denoted as $\vec{r}$) is used to represent item $c_j$. With the LSH blocking scheme $H$, we can get $l$ hash signatures (denoted as $S_j$) for item $c_j \in C$. The setting of parameters of $H$ can be different from the setting to construct user blocks for the purpose of preserving items with different similarity ranges in blocks. The items in the same blocks with item $c_j$ are the neighbor items of $c_j$.
4.3 Real-time Recommendation Generation

For a given target user \( u_i \in U \), with the LSH blocking scheme \( H \), we can generate signatures and construct blocks for each user and each item to form neighborhood. We discuss user-based and item-based real-time recommendation approach.

4.3.1 User-based Recommendation

With users blocks, we can find neighbor users quickly. For a given target user \( u_i \in U \), the users in the same user blocks with \( u_i \in U \) are the neighbor users of user \( u_i \in U \), denoted as \( N_{u_i} \). Typically, we can calculate the pair-wise Cosine similarity of the neighbor user and \( u_i \in U \) to select \( K \)-nearest neighbor users. However, for large-scale datasets, the number of neighbor users can be large and it is time-consuming to conduct pair-wise comparisons for all neighbor users in the same block with \( u_i \in U \). To further decrease the number of candidate neighbors and select a smaller set of nearest neighbors, we count the collision number of each user in all \( l \) blocks with user \( u_i \in U \) to rank the neighbor users of \( u_i \in U \). This is because the number of co-occurrences of a user \( u_i \) that appears together with \( u_i \) in the blocks reflects the similarity of the two users (Gan et al. 2012). The higher the number of co-occurrences is, the more similar the two users are. We set a threshold \( \varphi \) to select those users that appear at least \( \varphi \) times with the target user \( u_i \) together in blocks. Let \( g_{ix} \) denote the co-occurrence of user \( u_i \) and target user \( u_j \). Let \( N_{u_i} \) denote the selected neighbor record set of \( u_i \). For each user \( u_j \in N_{u_i} \), we add \( u_j \) to \( N_{u_i} \) if \( g_{ix} > \varphi \), \( 0 \leq \varphi \leq 1 \).

Thus, for each target user \( u_i \), we can select top \(|N_{u_i}| \) nearest neighbor users and use a more sophisticated similarity measure approach (i.e., Cosine) to conduct pair-wise similarity calculation. As the time complexity of counting collision number is less than that of other similarity measure approach, the query time can be improved when we employ dynamic collision counting to rank candidate users.

For each target user \( u_i \), a set of candidate items can be generated from the items of user \( u_i \)'s neighbor users. Let \( C_{u_i} \) denote the the candidate items of user \( u_i \). \( C_{u_i} = \{ c_k | c_k \in C_{u_j}, c_k \notin C_{u_i}, u_j \in N_{u_i} \} \), where \( C_{u_i} \) is the items of \( u_j \). Let \( U_{c_x} \) denote the user set of item \( c_x \), for each candidate item \( c_x \in C_{u_i} \), \( U_{c_x} \cap U_{c_y} \) is the subset of users in \( N_{u} \), who have used item \( c_x \), the prediction score of how much \( u_i \) will be interested in \( c_x \in C_{u_i} \) is calculated by considering the similarities between user \( u_i \) and those users who are the neighbors of user \( u_i \) and have item \( c_x \):

\[
A_u(u_i, c_x) = \frac{1}{|U_{c_x}|} \frac{1}{|N_{u_i}|} \cosine(\vec{u}_i, \vec{u}_j)
\]

(3)

The top \( N \) items with high prediction scores will be recommended to the target user \( u_i \).

4.3.2 Item-based Recommendation

Similarly, we can generate the top \( K \) nearest neighbor items of each item \( c_j \) with item blocks. For a given target user \( u_i \in U \), let \( C_{u_i} \) denote the item set of \( u_i \), the similar items of each item \( c_j \in C_{u_i} \) can be used as candidate items for user \( u_i \in U \). The candidate item set of item \( c_j \in C_{u_i} \) is denoted as \( N_{u_i} \). To further decrease the number of candidate items and select a smaller set of nearest neighbors for each item \( c_j \in C_{u_i} \), we count the collision number of each item \( c_x \) in all \( l \) blocks with item \( c_j \in C_{u_i} \) to rank the neighbor items of \( c_j \). Let \( g_{jx} \) denote the co-occurrence of item \( c_j \) and the item \( c_x \in C_{u_i} \). Let \( N_{u_i} \) denote the selected nearest neighbor item set of \( c_j \). For each item \( c_x \in N_{u_i} \), we add \( c_x \) to \( C_{u_i} \), if \( g_{jx} > \kappa \), \( 0 \leq \kappa \leq 1 \). Let \( C_{u_i} \) denote the selected candidate item set of user \( u_i \), \( C_{u_i} = \{ c_x | c_x \in N_{u_i}, c_x \notin C_{u_i}, c_j \in C_{u_i} \} \)

The prediction score of how much \( u_i \) will be interested in item \( c_x \in C_{u_i} \) is calculated by considering the similarities between item \( c_x \) and each item \( c_j \) of user \( u_i \):

\[
A_u(u_i, c_x) = \sum_{c_j \in C_{u_i}} \frac{1}{\sqrt{|N_{u_i}| \cdot |C_{u_i}|}} \cdot \cosine(c_j, c_x)
\]

(4)

The top \( N \) items with high prediction scores will be recommended to the target user \( u_i \).

5 Experimental Design

In the experiments, we recommend topics to users in a social media community. The experiments were conducted on a real-world dataset crawled from Twitter.com (Liang et al. 2012). After removing the stop words, we select the keywords that are at least used by 5 users as topics. To avoid sparseness, we only selected those users who have used at least 5 topics. The dataset has 2320 users and 3319 topics extracted from 1,214,604 tweets. The user set was split into training and test user sets. We randomly select 10\% of users as test user set while the rest 90\% users are used as training users. The training user set has 2088 users, the test user set has 232 users. We randomly select 50 items of each test user as the test/answer topic set of this user.

For each test user, the recommender system will generate a list of ordered topics that the test user has not used in his/her training set. The top \( N \) topics with high prediction scores will be recommended to the test user. If a topic in the recommendation list was in the test user’s test/answer topic set, then this recommended topic was counted as a hit. We adopt Precision and Recall metrics to evaluate the accuracy of recommendations of the proposed approaches. Moreover, to evaluate the efficiency, the average online recommendation time over all test users is used.

6 Experimental Results

To evaluate the effectiveness of the proposed approaches, we have conducted comparison experiments of the following methods.

- **CF-U**: The traditional user-based \( K \)-Nearest Neighborhood collaborative filtering approach.
- **RCF-U**: The proposed real-time user-based collaborative filtering approach.
- **CF-C**: The traditional item-based \( K \)-Nearest Neighborhood collaborative filtering approach.
- **RCF-C**: The proposed real-time item-based collaborative filtering approach.

We set \( K = 100 \) and \( N = 10 \). For the proposed RCF-U and RCF-C, we set \( d = 10, k = 4, \) and \( l = 8 \) for hash family \( \mathbf{H} \). \( \varphi = 2, \kappa = 2 \). The performance of the compared approaches are shown in Figure 3. The Precision and Recall values of all the approaches are
low. This is because the dataset is sparse. The proposed real-time user-based and item-based collaborative filtering approach RCF-U and RCF-C achieved very close precision and recall results with the traditional collaborative filtering approaches CF-U and CF-C. RCF-U and RCF-C conducted much quicker recommendations. This can be explained that the proposed approaches largely decreased the number of pairwise comparisons. They can incrementally and efficiently identify nearest neighbors when new updates occur in the community. Thus, they can be used for real-time recommendation making in online communities which requires quick responses for users’ updates such as social media communities.

7 Conclusions

We discussed a real-time user-based and item-based collaborative filtering recommendation approach. To facilitate real-time recommendation, we adopt a LSH family that approximates Cosine distance/similarity and a LSH family that approximates Hamming distance to construct user and item blocks. Then, we discussed how to identify a set of nearest neighbors efficiently and how to rank candidate items quickly. As LSH techniques can be used for various types of item contents (e.g., text, image, numeric or binary weight values), this approach is applicable for various kinds of communities, especially those communities that have items with high dimensional content information and require quick recommendation responses to users updates. The experiments were conducted on a Twitter dataset and make real-time topic recommendations. The future work will consider the temporal effect of items and users.
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